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Introduction: Contemporary stethoscope has limitations in diagnosis of chest conditions,

necessitating further imaging modalities.

Methods: We created 2 diagnostic computer aided non-invasive machine-learning models to

recognize chest sounds. Model A was interpreter independent based on hidden markov model and

mel frequency cepstral coefficient (MFCC). Model B was based on MFCC, hidden markov model,

and chest sound wave image interpreter dependent analysis (phonopulmonography (PPG)).

Results: We studied 464 records of actual chest sounds belonging to 116 children diagnosed

by clinicians and confirmed by other imaging diagnostic modalities. Model A had 96.7%

overall correct classification rate (CCR), 100% sensitivity and 100% specificity in discrimi-

nation between normal and abnormal sounds. CCR was 100% for normal vesicular sounds,

crepitations 89.1%, wheezes 97.6%, and bronchial breathing 100%. Model B's CCR was

100% for normal vesicular sounds, crepitations 97.3%, wheezes 97.6%, and bronchial

breathing 100%. The overall CCR was 98.7%, sensitivity and specificity were 100%.

Conclusion: Both models demonstrated very high precision in the diagnosis of chest

conditions and in differentiating normal from abnormal chest sounds irrespective of operator

expertise. Incorporation of computer-aided models in stethoscopes promises prompt, precise,

accurate, cost-effective, non-invasive, operator independent, objective diagnosis of chest

conditions and reduces number of unnecessary imaging studies.

Keywords: machine learned stethoscope, operator independent diagnosis, chest, correct

classification rate, CCR, normal vesicular sounds, crepitations, ACA, automatic chest

auscultation, wheezes

Plain Language Summary
This study describes creation of accurate computer-aided sound analysis that can precisely

diagnose and label type of chest sound (normal vesicular sounds, crepitations, wheezes, and

bronchial breathing) and underlying disease (bronchopneumonia and pneumonia). It defines

the best number of MFCC coefficients and best frame duration to achieve highest correct

classification rate (CCR), sensitivity and specificity.

What’s Known on This Subject?
Computer respiratory sound analysis (CORSA) was developed to aid in chest disease

diagnosis. The accuracy range is 67.6–92.6%. CORSA uses different methods to analyze

chest sounds such as statistical, morphological complexity, energy and amplitude analysis.

What Does This Study Add?
We created and validated 2 models with 100% sensitivity and specificity for chest sound recognition

and (96.7–98.7%) correct classification rate and defined their determinants. We studied chest wave
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image phonopulmonography (PPG) that proved unique for every

sound type. Machine learning models in chest auscultation, when

combined with machine learning heart sound models, promise an

ease of medical education, implementation of telemedicine, screening

of cohorts, diagnosis and medical practice in the near future.

Introduction
The prompt diagnosis of chest conditions is necessary to

achieve the best outcome for the patient. State of the art

bedside diagnosis depends upon contemporary stethoscopes.

While chest ultrasonography promises non-invasive bedside

diagnosis it is conditioned by the presence of an expensive

ultrasonography machine in the bedside clinical setting.1 Most

of the diagnostic modalities, such as chest X-ray and com-

puted tomography (CT) remain the cornerstone in diagnosing

some conditions,2,3 but are demanding with regards to cost,

time, space, and expertise. Diagnosis thus far depends on

sound recognition and radiographic imaging, while assess-

ment of function depends on pulmonary function tests.4

Computer aided auscultation employing “computer respira-

tory sound analysis (CORSA)” or “computerized lung sound

analysis (CLSA)” was developed to support clinical decision-

making.5 To capitalize on sound recognition, researchers

developed automatic chest sound recognition systems that

allow diagnosis of chest sounds such as wheezes, bronchial

breathing, and crepitation, that are caused by underlying

pathology such as bronchitis, bronchial asthma, pneumonia,

and bronchopneumonia, etc.6,7 Automatic chest auscultation

(ACA) may be used to enhance medical students’ auscultation

skills and help physicians in diagnosis. The contemporary

stethoscope is unable to record, share chest sounds for follow

up, and can miss some chest sounds that need amplification.

Previous works in ACA used different methods to analyze

chest sounds such as statistical, morphological complexity,

energy and amplitude analysis. In automatic chest ausculta-

tion, different mel frequency cepstral coefficients (MFCC) as

features, and different frame duration lengths were

employed.8 Yet, there is a need to determine the best number

of MFCC coefficients, best frame duration to achieve highest

correct classification rate (CCR), sensitivity and specificity, as

well as a need to assess the effect of combined chest wave

image phonopulmonography (PPG) and machine learning

model on CCR, sensitivity and specificity of chest sound

recognition.

We aimed to develop an automatic chest sound recog-

nition system that provides a prompt bedside diagnosis

that overcomes operator interpretation, with high sensitiv-

ity and specificity. We aimed to provide a diagnostic

model that is prompt with high sensitivity as to diagnose

“normal chest sounds” with confidence and to recognize

chest sounds (crepitations, wheezes, and bronchial breath-

ing). We also aimed to determine the best frame duration

length and the best number of MFCC coefficients to reach

the highest sensitivity, specificity, and correct classification

rate (CCR) for chest sound recognition. To overcome both

overfitting and underfitting that can lead to poor model

performance, we validated both learned models by testing

on a validation dataset to know the final performance of

both models on unseen data.9

Materials and Methods
We developed two classification models, model A used

machine learning based on hidden markov model (HMM)

as frequency features (MFCC). In model B we combined

the first model with chest sound wave image (PPG) inter-

preter based analysis. After being created, both models

were used to recognize a new dataset of chest sounds of

another group of children that were not included during the

machine learning. Diagnoses based upon recognition by

model A and B were compared to the gold standard

diagnostic tools: clinical examination, chest X-ray, and

CT chest. We compared the CCR, sensitivity, and specifi-

city of both models.

Subjects
We studied records of real 464 chest sounds that belonged

to 116 children (of them 77 were males and 39 were

females), whose diagnoses were confirmed by clinical

examination, chest X-ray, and CT as judged by

a clinician. The study commenced in May 2015 and

ended by July 2016. The study was cross sectional, with-

out risk, without invasive procedures, and the recording of

sounds was done during the scheduled examination as

a part of diagnostic work-up or follow up of the enrolled

children. Participation was subject to verbal informed

freely-given consent of caregivers of children with com-

plete protection of the privacy and the confidentiality of

their personal information,10 as approved by Cairo

University Committee for Post-Graduate Studies and

Research, Cairo University, Egypt which is committed to

the Declaration of Helsinki and within provisions of its

principles including 25 and 26.10 The chest sounds were

collected from the 4 auscultation areas (apical right and

left and basal right and left front) as shown in Figure 1.
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Methods
Chest Model A

Chest Model A Creation

I- Data acquisition: to minimize effect of computer gener-

ated simulation we studied real chest sounds. Chest sounds

were recorded at 16-bit accuracy and 44,100 Hz sampling

frequency and stored as wav format using small micro-

phone connected with stethoscope. We used Recor Pad

sound recorder software to record chest sounds.

II - Chest sound normalization: after data acquisition,

chest sounds were normalized using the following formula

in Equation (1) to reduce noise effect, with each chest sound

located within maximum and minimum amplitude (1 to � 1).

x n½ � ¼y n½ �=max j y n½ � jð Þ (1)

where y[n] is the original chest signal.

III - MFCC feature to extract feature matrix for each

type of chest sound. Block diagram in Figure 1 shows

MFCCs computation according to the following steps:

1. initialization of MFCC parameter analysis, frame

duration 40 ms, analysis frame shift 10, pre-

emphasis coefficient � =0.97.

2. Pre-emphasis filtering using Equation (2).

p½n� ¼ x½n� � � :x n� 1½ � (2)

1. Windowing using Hamming window w(n) in

Equation (3)

w n½ � ¼0:54 � 0:46cos 2� n=N � 1ð Þ (3)

1. Keeping the continuity of the first point and the last

point in each frame as shown in Figure 1C using

Equation (4).

c n½ � ¼w n½ �p n½ � (4)

1. FFT transform.

2. Warping to mel scale using Equation (5) and apply-

ing triangular filter-bank on mel-scale to get filter-

bank energy.

Mel fð Þ ¼1127 � log 1 þ f =700ð Þ (5)

1. Applying log on filter bank energy.

2. Taking DCT of logarithmic spectrum to get MFCC.

IV- To determine the best frame duration length and

number of MFCC coefficients in MFCC feature extraction

we used two different scenarios:

1. First scenario: we extracted MFCC using different

number of MFCC coefficients (13 MFCCs to 19

MFCCs) to determine best number of MFCC

coefficients.

2. Second scenario: we extracted MFCC using differ-

ent frame duration lengths (30ms to 60ms) to deter-

mine the best frame duration length.

V- Classification of chest sounds was according to “ left to

right” discrete hidden markov model (HMM) using four

parameters:

1. T: the number of distinct observations: we have four

distinct observations (crepitations, wheezes,

Apical 
right 

Apical 
left 

Basal 
right Basal 

left

Framing Windowing 

Mel scale 
triangular 

Filter

FFT 
Transform

Logarithmic DCT 

Chest 
sound 

MFCC 

Discontinuity 

Windowing 

A 

B 

C 

Figure 1 (A) Chest sound auscultation and recording areas. (B) MFCC feature

extraction steps. (C) Computation windowing and frame continuing.

Dove press Kotb et al

Medical Devices: Evidence and Research 2020:13 submit your manuscript | www.dovepress.com

Dove Press
15

 
M

ed
ic

al
 D

ev
ic

es
: E

vi
de

nc
e 

an
d 

R
es

ea
rc

h 
do

w
nl

oa
de

d 
fr

om
 h

ttp
s:

//w
w

w
.d

ov
ep

re
ss

.c
om

/ b
y 

19
7.

53
.3

3.
2 

on
 0

2-
F

eb
-2

02
0

F
or

 p
er

so
na

l u
se

 o
nl

y.

Powered by TCPDF (www.tcpdf.org)

                               1 / 1

http://www.dovepress.com
http://www.dovepress.com


bronchial breathing, and normal sounds) combined

with two different states (normal and abnormal

states).

2. � : initial state probability.

3. A: transition probability matrix.

4. B: observation probability matrix.

VI- HMM was built as follows:

1. HMM was trained using MFCC feature matrix (in

each scenario HMM was trained using a different

number of MFCC coefficients and different frame

duration lengths).

2. Baum-Welch EM algorithm was used in HMM to

produce new parameter estimates using forward-

backward algorithm that have equal or greater like-

lihood of training data.

3. Forward algorithm was used to calculate the log-

likelihood.

4. Maximum log-likelihood was used.

5. We classified detected signals by machine learning into

nominal characters denoting specific chest defects.

Chest Model A Validation

Validation was done in 2 tiers:

1. recognition of the initial training sound records;

2. recognition of new blinded chest sounds diagnosed

via clinicians and confirmed by chest X-ray and CT

according to clinical judgment. The validation was

compared to diagnosis according to clinicians’ deci-

sion, standard X-ray, and CT. Recognition of new

blinded chest sounds was applied using two previous

scenarios. Each scenario was evaluated according to

CCR, sensitivity, and specificity.

For the two models’ (A and B) validation we used the

two scenarios, the first scenario using different number of

MFCC coefficients and the second scenario using different

frame duration lengths.

Experimental Environment

Model A

Experiment 1 included 13, 14, 15, 16, 17, 18 and 19

MFCCs and frame duration of 30 ms, 35 ms, 40 ms, 45

ms, 50 ms, 55 ms and 60 ms.

Model B

Experiment 2 included experiment 1 and wave

shape (PPG).

Statistical Analysis
Sensitivity, specificity, and CCR were used in the first

and second model validation and were computed accord-

ing to Equation (6, 7 and 8) respectively:

Sensitivity¼ TP= TPþ FNð Þ (6)

Specificity¼ TN= TN þ FPð Þ (7)

CCR¼ CR= CRþ IRð Þ (8)

� True Positive (TP): sick people correctly identified as

sick.
� False Positive (FN): healthy people incorrectly iden-

tified as sick.
� True Negative (TN): healthy people correctly identi-

fied as healthy.
� False Negative (FN): sick people incorrectly identi-

fied as healthy.
� Correctly Recognized (CR): correctly classified to

specific class.
� Incorrectly Recognized (IR): incorrectly classified to

specific class.

Chest Model B

We used the same steps as the first model combined with

chest sound wave image as shown in block diagram in

Figure 1. We plotted the wave for each chest sound type

and underlying pathology (pneumonia and bronchopneu-

monia) as shown in Tables 1 and 2. According to Figure 1

each chest sound has a distinct wave shape. To determine

the type of chest sound the wave shape was analyzed by an

independent trained author (operator dependent), in an

attempt to enhance the first model’s CCR, sensitivity, and

specificity.

Results
The study was conducted on 464 records of real chest sounds

belonging to 116 children who were diagnosed by clinicians, as

confirmed by chest X-ray, CT, and other diagnostic modalities

according to clinical decision. The mean age and standard

deviation (SD) of children was 36.9 months ± 39.8 (ranged

from 1 month to 144 months). The studied group comprised 77

(66.4%) males and 39 (33.6%) females. Table 1 shows the age

and gender of children in creation and groups (minimum child

age 1 month and maximum age 144 months). Table 2 and

Figure 2 show the frequency range, the different diagnoses of

studied records and the number of records in creation and
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Table 2 Chest Model CCR, Sensitivity, and Speci� city Using Different Number of MFCC Coef� cients and Different Frame Durations

& Chest Models A and B Confusion Matrix, CCR, Sensitivity, and Speci� city Using 13 MFCCs and Frame Duration 40 ms

CCR % Overall

Sensitivity %

Overall

Speci� city %

Number of MFCCs

13 MFCCs 96.7 100 100

14 MFCCs 94.8 100 100

15 MFCCs 94.5 99.6 100

16 MFCCs 93.8 99.6 100

17 MFCCs 94.9 100 100

18 MFCCs 94.5 100 96.6

19 MFCCs 95.6 100 98.3

Frame duration

30 ms 95.5 99.6 100

35 ms 95.5 99.6 100

40 ms 96.7 100 100

45 ms 93.8 99.6 93.3

50 ms 94.5 99.6 95.0

55 ms 92.6 99.6 88.3

60 ms 91.6 98.6 93.3

Normal Bronchial

Breathing

Crepitation Wheezes Number CCR % Overall

Sensitivity %

Overall

Speci� city %

Chest Model A

Normal 60 0 0 0 60 100 100 100

Bronchial

breathing

0 21 0 0 21 100

Crepitation 0 0 33 4 37 89.1

Wheezes 0 0 2 83 85 97.6

Chest Model B

Normal 60 0 0 0 60 100 100 100

Bronchial

breathing

0 21 0 0 21 100

Crepitation 0 0 36 1 37 97.3

Wheezes 0 0 2 83 85 97.6

Notes: Sensitivity = true positive/(true positive + false negative). Speci� city = true negative/(true negative + false positive). Number: total number of records for each sound type.

Abbreviations: MFCCs, mel frequency cepstral coef� cients; CCR, correct classi� cation rate; ms, millisecond.

Table 1 Frequency Range and Different Diagnoses of Studied Records

Chest Sound Number of Records Frequency Range (Hz) Creation Models A & B Validation of Models

A

& B
N % Min Max N % N %

Normal 147 31.6 68 133 87 33.3 60 29.6

Bronchial breathing 68 14.7 110 158 47 18.0 21 10.3

Crepitation 70 15.1 161 205 33 12.7 37 18.2

Wheezes 179 38.6 133 265 94 36.0 85 41.9

Total 464 100 – – 261 100 203 100

Notes: Bronchial breathing caused by pneumonia. Crepitation caused by Bronchitis. Wheezes caused by bronchial asthma.

Abbreviations: N, total number of records; Min, minimum frequency; Max, maximum frequency.
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