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Attempt all questions

Question 1 [14 marks]

a. [2 marks] Choose the correct answer: [1 mark each]
1. Recall the Partition subroutine used in both QuickSort and RSelect. Suppose that the following array has just been partitioned around some pivot element: 1, 2, 3, 4, 5, 8, 17,16, 9. Which of these elements could NOT have been the pivot element? 
	a. 5
	b. 4
	c. 9

	d. 8
	e. all of the other options


2. Given the following array of ten integers: 5 3 8 9 1 7 0 2 6 4. Suppose we run MergeSort on this array. What is the number in the 7th position of the partially sorted array after the outermost two recursive calls have completed (i.e., just before the very last Merge step)? Assume that array indexing starts at 1.
	a. 1

	b. 2
	c. 3
	d. 4
	e. none of the other options


b. [7 marks] Answer briefly: [1 mark each]
1. What is the asymptotic worst-case running time of MergeSort, as a function of the input array length n?


2. What is the running time of depth-ﬁrst search, as a function of n and m, if the input graph G=(V,E) is represented by an adjacency matrix (i.e., NOT an adjacency list), where as usual n=|V| and m=|E| ?


3. Consider a directed graph G=(V,E) with non-negative edge lengths and two distinct vertices s and t of V. Let P denote a shortest path from s to t in G. If we add 10 to the length of every edge in the graph, would P always remain a shortest path? why?




4. On adding one extra edge to a directed graph G, would the number of strongly connected components change? why?




5. What is the asymptotic running time of Randomized QuickSort on arrays of length n, in expectation (over the choice of random pivots) and in the worst case, respectively?



6. Suppose that the running time of an algorithm is governed by the recurrence T(n)=7∗T(n/2)+n2. What's the overall asymptotic running time (i.e., the value of T(n))? Name an algorithm that has this running time.




7. Recall the Master Method and its three parameters a,b,d. What is the meaning of bd in the context of divide-and-conquer algorithms?



c. [5 marks] True or False? correct the wrong statements. [1 mark each]
1. Depth-first search can be used to compute a topological ordering of a directed acyclic graph in O(m+n) time.


2. Depth-first search can be used to compute the strongly connected components of a directed graph in O(m+n) time.


3. Breadth-first search can be used to compute the connected components of an undirected graph in O(m+n) time.


4. Breadth-first search can be used to compute shortest paths in O(m+n) time (when every edge has unit length).


5. Dijkstra's shortest-path algorithm is guaranteed to correctly compute shortest-path distances (from a given source 
vertex to all other vertices) for input graphs that might have some negative edge lengths.



Question 2  [11 marks] Consider the graph below and answer the following questions about it.
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a. [3 marks] Draw the adjacency matrix and adjacency lists of the graph.



















b. [2 marks] What is the value of the minimum cut of each connected component of the graph? List a minimum cut in each component.








c. [6 marks] Write pseudo-code for an efficient algorithm to compute the connected components of an undirected graph. Trace your algorithm on the graph.


Question 3 [5 marks] Write pseudo-code for an efficient algorithm to compute a topological sort of a directed graph. Trace your algorithm on the graph below
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