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Part I: Analysis and Design of Algorithms
Answer as much as you can. Maximum grade = 50 pts.

Question 1 [15 Marks] Answer the following about the Minimum Spanning Tree (MST) problem.
a. [2 marks] Define the MST problem by specifying the problem inputs and outputs.
b. [5 marks] Describe an efficient algorithm for solving the MST problem.
c. [3 marks] Prove that your algorithm in (b) is correct (i.e., it computes a spanning tree with minimum cost).
d. [2 marks] What is the running time of your algorithm? 
e. [3 marks] Describe how you can use a suitable data structure to improve your algorithm’s running time?

Question 2 [10 Marks] Consider the following job scheduling problem. There are m identical machines and n jobs. Job j has size pj. Each job must be assigned to exactly one machine. The load of a machine is the sum of the sizes of the jobs that get assigned to it. The makespan of an assignment of jobs is the maximum load of a machine; this is the quantity that we want to minimize. For example, suppose there are two machines and 4 jobs with sizes 7,8,5,6. Assigning the first two jobs to the first machine and the last two jobs to the second machine yields machine loads 15 and 11, for a makespan of 15. A better assignment puts the first and last jobs on the first machine and the second and third jobs on the second machine, for a makespan of 13.
a. [2 marks] Is there a known efficient algorithm for solving this problem? Justify your answer either by giving an efficient algorithm or by stating why none exists.
b. [3 marks] Consider the following greedy algorithm. Iterate through the jobs j=1,2,3,…,n one-by-one. When considering job j, assign it to the machine that currently has the smallest load (breaking ties arbitrarily). What would be the makespan when running this algorithm on the example above (with two jobs and four machines)? Is it the optimal makespan? why?
c. [5 marks] Modify the greedy algorithm in (b) so that it gives makespan values that are closer to optimal. What is the running time of the modified algorithm?

Question 3 [10 Marks] Suppose that we have two knapsacks, with integer capacities W1 and W2 and that we are given n items with positive values and positive integer weights. We want to pick subsets S1, S2 with maximum total value (i.e., ∑i∈S1vi+∑i∈S2vi) such that the total weights of S1 and S2 are at most W1 and W2, respectively. Assume that every item fits in either knapsack (i.e., wi≤min{W1,W2} for every item i).
a. [7 marks] Write an algorithm to solve the above problem.
b. [3 marks] State the time and space complexities of your algorithm.

Question 4 [10 Marks] The input to the vertex cover problem is an undirected graph G. The feasible solutions
are subsets S of vertices such that every edge is incident on at least one vertex in S. The objective is to minimize the number of vertices in S. Express this problem as an integer linear program.

Question 5 [10 Marks] 
a. [3 marks] Consider an alphabet with five letters, {a,b,c,d,e}, and suppose we know the frequencies fa=0.32, fb=0.25, fc=0.2, fd=0.18, and fe=0.05. What is the expected number of bits used by Huffman's coding scheme to encode a 1000-letter document?
b. [7 marks] Give an efficient algorithm for constructing an optimal prefix code (e.g., Huffman). What are the time and space complexities of both encoding and decoding?
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