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Introduction
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Statistics is a branch of mathematics dealing with the collection,
analysis, interpretation, and presentation of masses of numerical
data. It is basically a collection of quantitative data.

Descriptive statistics is a term given to the analysis of data that helps
to describe, show and summarize data in a meaningful way.

Descriptive statistics is important to present raw data in effective
and meaningful way using numerical calculations, graphs or tables.

This type of statistics is applied to already known data. It is a simple
way to describe data.
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In inferential statistics, predictions are made by taking any group of
data in which researchers are interested.

It can be defined as a random sample of data taken from a
population to describe and make inferences about the population.

Any group of data that includes all the data researchers are
interested in is known as population.

It basically allows researchers to make predictions by taking a small
sample instead of working on the whole population.
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Data Acquisition
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Primary Data
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Choosing the Correct Statistical Test
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Selection of Appropriate Statistical
Method for Data Analysis



Choosing a statistical test

This flowchart helps you choose among parametric tests

o - Predictor variable: o
ategorical ----- . T EE Quantitative
categorical or quantitative?
v v

QOutcome variable:
categorical or quantitative?

Outcome variable:
categorical or quantitative?

Categorical Quantitative
v .

S
—e

Categorical Quantitative

4 I
4I
| I

Choose a Do a comparison Logistic How many predictor
non-parametric test of means test regression variables?
v pemmenne { One ] [ More than one
How many groups are being compared? v -

; ; ' Simple
: : regression
________ { Two ] [ More than two

Multiple regression

'
L}
' 1
v v

How many outcome
variables?

e { One ] [ More than one

'
: .
v v

ANOVA MANOVA




. - _ Cairo University
Prof. Dr. M. Samer | Choosing a Statistical Analysis | 11

What Type of Research Question?
Are There Many (5+) Ordered Levels of the
Independent Variabla?
ND YES
- Il
Difference Question Associational Question
(Compares Groups) {Relates Variablas)
Is There More Than One Is There More Than One
Independent Variable? Independent Variabla?
NO YES NO YES
- 4 4 1
Basic Single Factor Multifactor Bivariate Multivariate
Differance Slatistics Difference Slatistics Associational Associational
Statistics Statistics
Between Groups: e.g., Between, a.9., Pearson e.g., Multiple
a.g., 1 tasts, Within, or Mixed Correlation, Regrassion
Single Faclor ANOVA Factorial ANOVAs Spearman Rho
Mann-Whitney U
OR
Within Subjacis:
8.g., paired

I
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Decision Tree
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@paring m@
N
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Relationships
between variables

sample mean to
ancther sample mean

Both
nominal

Both Interval
or Ratio

Paired (longitudinal
or dhyadic)




Decision Tree: Inferential Statistics © Alexis Grosofsky, Ph.D.
Belcit College (revised 1/09)
nominal techniques interval/ratio techniques Note: These frees cover
(nonparametric) (parametric) univariate techniques;
multiple DVs require
/ \\‘ * special techniques
- (e.g., MANOVA).
1 variable relationship independent
observed vs. between 2 O known? [«— MO variables? | yes
expected? variables? T~ \
yes no
r o number of independent
_ variables?
Chi square Chi Eq'ff"e test 2-test Student’s t-test 1 /,,,a'"'\
ka singl I
goodness of fit independence (aka single sample) levels? & rﬁﬂc:re
/ 2 3or
more
ordinal techniques St:?ht;ngsl
(nonparametric) = '
+ yes o no \
between subjects independent samples t-test | || dependentirelated samples t-test how are
design? 1-way ANOVA .
or or betw independent
s o 1-way between subjects 1-way within subjects ANOVA e variables
y ANOVA (aka repeated measures) manipulated?
» 'Y
groups? groups?
2
+ 3or all are all are atleast 1 is
3
n per cell <207 muc:re 2 more between within at;nztu;teznassts1
subjects subjects " "
T\\-\ is within Ss
¥es " no / l
Wilcoxon or (quick 2-way (or higher) || || 2-way (or higher) 2-way
Mann-Whitney U || || rank-sum || || Kruskal-Wallis but not very Friedman between Ss within Ss {or higher)
accurate) sign test ANOVA ANOVA mixed ANOVA
_—




Are there significant differences between the means or

Is there a association between two variables? What is the
equation that describes the dependence of one variable on the

medians (‘central tendency') of measurements made on objects
in two or more groups, or between a single mean or median
and a theoretical value?

2

other?

Are there significant differences between the observed and
expected number of objects or events classified by one or more
categorical variables?

[
Difference
between a

group and a
single value

Difference
between two
groups
|

|
Data paired

between samples

1

Data not paired
between samples

: Data on ratio or
Data on ratio or

g interval scale.
interval scale

Data are ranks

Data on ratio or

| | |

Data are ranks or

Strength and equation

Difference e P
between more or the relationship
describing the
than two d p :
groups ependence of one

variable (y) on
another (x).
|

Y variable on interval or ratio

|
Strength of the
association between
two variables, not
assuming dependence
of one on the other.
I
[ |
Data on ratio or Data are ranks

4.Would a 4th question
ask: are you testing

for a difference

in variance? If so,
F-test...?

or not normally aid nermall Differences between  differences are not interval scale &
distributed distribut dy pairs normally normally distributed normally distributed
l sutLe distributed l l
WILCOXON 1-SAMPLE PAIRED-SAMPLE WILCOXON 2-SAMPLE
TEST* t-TEST* tTEST* TEST * tTEST

scale. Linear relationship interval scale. OR
between variables. Both variables one or both
Variances of y-variable normally variables are not
Data are ranks or similar with increasing x-  distributed. Linear normally
not normally values. X values measured relationship distributed.
distributed with little error comparedtoy  between x and y.
l values. l
AL LINEAR ’;ERAgguooNT? SEERRMANS
il REGRESSION MOMENT ... 0 -
CORRELATION (r)

2. Would we use z-test:
- If comparing ratios
- and/or if sample > 30

2. Would we use z-test:
- If comparing ratios
- and/or if sample > 30

1. Or Sign test, but
Sign test is weaker?

1. Or Sign test, but
Sign test is weaker?

- If comparing ratios

2. Would we use z-test: Note to self: Also

- and/or if sample > 30 Test

called Rank - Sum

* these tests are all, in fact, tests of one sample |
against a single value, but in the paired sample

situation the single sample is the set of differences
between the pairs of data in the original samples, I

Groups classified by a
single factor

tested against a single value of zero.
|

Data on ratio or interval scale.
Data normally distributed within
each treatment. Variances
similar for each treatment

ONE-WAY ANOVA

ANOVA is significant and it is desirable
to know between which means the
differences occur.

g----~

TUKEY MULTIPLE
COMPARISON TEST

|

Data are ranks, or do not meet

the assumptions of normality,

and equality of variance within
treaments combinations

|

KRUSKAL-WALLIS
TEST

3.Would it be correct to

subdivide this into:

Related Samples: Friedman’s Test
Independent Samples: Kruskal-Wallis

1
Groups classified by two
different types of treatment
(factor), with two or more levels
of each.
1
Data on ratio or interval scale. Data
normally distributed, and with similar
variances within each combination of
treatment levels

TWO-WAY ANOVA

| |
Fit of observed Association of
frequencies to frequencies
predicted values. classified by two
or more factors.

Objects or events
classified into
categories by more
than one factor,
compared with the
expected
frequencies if the
two factors were

Objects or events
classified into two or
more categories
using a single
variable (e.g. sex)
compared with
predicted proportion
in each category.

T
ANOVA is significant and it is desirable to know independent.
between which means the differences occur.
. 1 l
Interaction significant Interaction not significant
v \ 4 x? GOODNESS OF Xx2 CONTINGENCY
TUKEY MULTIPLE TUKEY MULTIPLE FIT TEST TABLE TEST
COMPARISON TEST ON COMPARISON TEST OF
ALL MEANS MEANS FOR SIGNIFICANT
TREATMENTS

Hypothesis Testing




Type of data: Type of data:

discrete, categorical (counts,frequencies) . Type of data: . non-parametric parametric
non-parametric parametric
+ (nominal, or- (interval) + +
— - dinal, interval) - -
a priori expectation? # treatment variables: # treatment variables:

ves no I one two one two or more
| l v v v

two variables # categories two-way non- # categories
v + expl. var. under  neither one under two two parametric two  two
: . control or with control and with or anova or
one variable, one sample one variable, two or i
; smaller error similar error more more
# categories: more samples, two
: than resp. var.
two more than two or more categories l +
data:
data: one-way anova, unpaired  paired
unpaired paired Kruskal-Wallis
* variances
# observ. per sample homogeneous

l less than 30  at least 30 yes no ;

# observ. per sample
less than  at least
30

z-test for
paired data

two variables,
both variables at least one variable

30
have two categories has more than two categories (*)
v v

two variables, data # observ. per sample Wilcoxon’s rank # observ. per sample

can be ranked less than  at least 30 paired test (***) less than  at least

(ordinal, interval) 30 (and data 30 30

continuous)
Always check the literature for the details! Mann-Whitney U z-test for _
(*):  requires homogeneous variances (F test) test (sometimes unpaired data

. . . p ilcox *
(**): check for normally distributed residuals ::s]:)e((l*\ﬁl;coxon ® If you have data for which no test seems available, try to

(***): requires similarly shaped distributions © Tomdeiong transform your data.

Frans Jacobs




“A method for extracting meaning from numerical data” Statistics “The science of uncertainty”

---------------------------------------------------------------------------------------------------------------

! | Confirmatory
| | Data Analysis
. | Probability Statistical {Clasgical statistics, Statistical
| | Variable Types : Theory Description for testing hypotheses) Inference
' Stevens ' (expectation (observation) K. Pearson, R. A. Fisher,
I | T __J.Neyman&E.Pearson
1
Quantitative !
: (measurements, counts) | Types of random Hypothesis |e Consider qualities of
: : - | (stochastic) events formulation e observed data Nimon
: Fé’:;:”#:;i é 2?“0 . and their outcomes | - | le. test assumptions
, .
! I | Dasigngf Poesmssss N | C
......................................................... N T . ohen,
| Discrete / Interval | l " | experiments : ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 1.l Decide on acceptable | cowies
' | (Integers or scaled | Conditional Non-conditional Mo g limits of error & Davis
| integers) ' | (probabilities  frequentist onigomery .- - ----------, : (type land type ll) | pescot-
: . dynamic) (probabilities static) 0 on & Oth : Exploratory : : I
. Can be normalised : [ bservation " et:fl +  Data Analysis eaux
' (transformed to Z domain) | | | | data acq:ymtmn avg;?a € ' (usedesp.for ! [| | Compare observed
 if distribution is parametric, | Baves | | Markov | | Other (sampling) ' time series) with other observed &
U tri | ye . ! ' expected distributions
- Use parametric or : I | | i | |
| non-parametric tests, | [ Tests of validity (clipping, k i Graphical data i | |
' depending on normality | Type of repeat consistency, , presentation | | Parametric Non-parametric/
| Qualitative : variable periodicity, sag, etc.) | | I tests (t-test, distribution-free
' (comparisons, choices) [ | | | Pattern searching| ANOVA, tests (Chi-square,
| Ordinal : | | Data cleaning | ' [ . Pearson Sign, Wilcoxon,
! | - : i tliers & [ ' ! Correlation Mann-Whitne
. Continuous, Ordinal, (removing ou : Data . orre Y,
: (ordered sequences) i Discrete Categorical other unrelllabla data) Dsbcrne: transformation | ' etc) grush:al—‘n"u"agis,t }
, _ _ : I : pearman R etc
Categorical / Nominal | ! . Snedecor

i 9 | — —— J::ﬁg;:ﬂ:l?;gg; cac i Data filtering i & Cochran Conover

_ . ! istributions: inomia ; I - Neyman
: {Lﬁtﬂt‘i’fﬁﬁﬁems . |-Poisson multinormial — | ' [ Model buiding | ' Graphal | Narela
: : ! - Rayleigh etc distributions : - ! | Loft

unless choices | ; — ] 1 | e.g.curve fitting, | resentation | Loftus
| | Parametric | | Non-parametric| . : | p Tufte
1 are repeated | - : I regression | I
| arerepeated analysis analysis : analysis :
| Specialised Variables | | [ . Al method ! Conclusions on randomness,
| I . NG n-nal | me 0 s 1 : : . . 5 gm
' e.g. 2D, 3D Polar coords ' Mardia Gaussian) Mean, Median, Mode,| | similarity, grouping, associations,
. Time series | Chatfield (Gaussian Variance, Quantiles, | "~ - Tl ] population parameters,
___________________ approximation Range Range Tukey effect size, interval estimates,
I trends, hypothesis validity

Introductory flowchart of statistics for research V1.07 © 2016-2021 lan Dash
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Examples
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Exercises
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Thank You!

Cairo University
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