A Comparative Study of Rocchio Classifier Applied to supervised WSD Using Arabic Lexical Samples
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Abstract—This work studies the possibilities of using the Rocchio classifier to solve the Word Sense Disambiguation problem in a supervised manner through the usage of the lexical samples of five Arabic words. The performance of the Rocchio classifier is compared to three supervised machine learning algorithms, namely the Most Frequent Sense (MFS), Naïve Bayesian Classifier (NBC) and the Support Vector Machine (SVM) representing the baseline and state-of-the-art algorithms for WSD. Results indicate that the Rocchio classifier outperforms the other classification approaches by reducing the error by over 14\% compared to the best performing NBC due to its superior ability in feature selection.

1. Introduction

Arabic, similar to most Natural Languages, is ambiguous since many words might have multiple senses. The correct meaning of an ambiguous word depends on the context in which it occurs. The speaker of a language can usually resolve this ambiguity without difficulty. However, identification of the specific meaning of a word computationally, through Word Sense Disambiguation (WSD), is not an easy task. Although WSD may not be considered a standalone approach by itself, it is an integral part of many applications such as Machine Translation [1,2], Information Retrieval [3,4] and Information Extraction [5].

Both supervised and unsupervised learning approaches have been investigated for WSD [6]. The supervised approaches depend on the existence of previously tagged examples to associate the most appropriate senses with words in context. Since the acquisition of manually tagged data is usually expensive, unsupervised algorithms are used to learn from unlabeled data. Supervised approaches are usually preferred for their higher performance. Moreover, unsupervised approaches usually make use of various knowledge sources such as dictionaries [7].

2. Supervised Learning Techniques for WSD

Supervised WSD may be seen as a categorisation task, once word occurrences context are viewed as documents and word senses as categories. Supervised learning methods represent linguistic information in the form of features. Each feature informs of the occurrence of certain attribute in a context. Different supervised Machine Learning (ML) approaches have been employed in supervised WSD by training a classifier using a set of labelled instances of the ambiguous word and create a statistical model [6,8,9]. The generated model is then applied to unlabeled instances of the ambiguous word to decide their correct sense. In this work, various supervised learning techniques, which are used for solving WSD problem, are considered. These are the Most Frequent Sense baseline (MFS), Naïve Bayes Classifier (NBC) and Support Vector Machine (SVM).

A. Most Frequent Sense baseline (MFS)

Most Frequent Sense (MFS) is a simple baseline classification method. As suggested by the name, it relies on estimating the most frequent sense by counting number of examples of each sense in the training set. In turn, it assigns the most frequent sense to all the examples in the test set.

B. Naïve Bayes Classifier

Naive Bayes Classifier (NBC) is a simple probabilistic classifier based in the application of Bayes’ theorem [10]. In spite of the independence assumption between features, which represents the naïve part, the method compares well with other supervised methods [11,12]. Moreover, some studies uses NB classifiers as a baseline for their approaches [13]. Furthermore, Naïve Bayes method was found to be the most adequate classifier for disambiguating words having a few examples in a comparative study that considered different training conditions [14].
Using Naïve Bayes classifier for supervised WSD relies on estimating the conditional probability of each sense $S_i$ of a word $w$ given a feature $f_j$ in the context. The sense with the maximum conditional probability $P(S_i | f_j, \ldots, f_m)$ is chosen as the most appropriate sense in context, where $P(S_i | f_j, \ldots, f_m)$ is given by

$$P(S_i | f_j, \ldots, f_m) = \frac{P(f_j, \ldots, f_m | S_i) P(S_i)}{P(f_j, \ldots, f_m)}$$  \hspace{1cm} (1)

Based on the naïve assumption that the features are conditionally independent given the sense, we need only to maximize $P(S_i | f_j, \ldots, f_m)$ based on the following equation

$$P(S_i | f_j, \ldots, f_m) = P(S_i) \prod_{j=1}^{m} (P(f_j | S_i))$$  \hspace{1cm} (2)

The probabilities of $P(S_i)$ and $P(f_j | S_i)$ are estimated as the relative occurrences frequencies in the training set of sense $S_i$ and the feature $f_j$ in the presence of $S_i$, respectively. To handle the cases of zero counts, where a feature $(f_j)$ does not exist in a sense, the Laplace smoothing technique is used and is defined as

$$P(f_j | S_i) = \frac{N(f_j, S_i) + 1}{\sum_f N(f_j, S_i) + |V|}$$  \hspace{1cm} (3)

Where $N(f_j, S_i)$ is occurrence frequency of feature $f_j$ in all training examples of class $S_i$ and $V$ is the number of all features.

C. Support Vector Machines

The Support Vector Machine (SVM) is a classification technique that is based on statistical learning theory and was employed in text classification by Joachims [14]. SVM defines a decision surface that separates training data into two classes of positives and negatives. This is achieved by a hyper-plane that optimally splits the training set. The Optimal Separating Hyper-plane (OSH) is the boundary where the distance to the closest points, either positive or negative, is the maximum. To obtain the optimal separating hyper-plane, the SVM model uses a mapping function $\Phi$ that transforms the input vectors into points in new space of higher dimensions than the original one. In this new space, the learning algorithm estimates the plane with maximum margin separation between it and all training.

The training algorithm selects the points of the training examples, the support vectors, which define the separation hyper-plane, with the maximum distance between the class and its compliment.

Cabezas et al. present an SVM-based word sense tagger system which was designed to perform WSD independent of the language of lexical samples [15]. Lee et al., on the other hand, used the SVMs to perform WSD using multiple features available from different knowledge sources such as Part of Speech (POS), morphological root forms and collocations [16]. In a comparative study on the medical domain, SVM has outperformed a number of supervised learning approaches when applied to WSD in the medical domain [17].

3. Rocchio Classifier for Supervised WSD

Rocchio relevance feedback is a learning algorithm that was originally developed for Information Retrieval [18]. In this algorithm, the documents and request are represented by a multidimensional property vectors. These are feature vectors with weighting terms by $tf/idf$, where $tf$ is the Term Frequency and the $idf$ is the Inverse Document Frequency [19]. Term Frequency is the number of times a certain term $k$ occurs in document $d$, while the Inverse Document Frequency is the number of times the term $k$ occurs in the used corpus. The retrieval and/or searching process is done by matching a request vector against the set of document vectors where the cosine of two vectors is used as the matching function.

Although the Rocchio algorithm was well introduced in document classification [19,21,22], its application in WSD has not been considered [6,9]. The Rocchio classifier produces an understandable classifier in that it produces category profile interpretable by human reader. Both training and testing examples are represented as vectors of numeric weights using the $tf/idf$ weighting technique. The weight vector $\nu^e$ of the example $e$ is defined as $\nu = (\nu^e_1, \nu^e_2, \ldots, \nu^e_i)$, where $i$ is the number of indexing terms and the weight $\nu^e_k$ given by Equation 4

$$\nu^e_k = \frac{\sum_{i=1}^{j} f^e_j \log(N_D / n_k)}{\sum_{j=1}^{i} f^e_j \log(N_D / n_j)}$$  \hspace{1cm} (4)

where $N_D$ is the number of documents, $n_k$ is the number of examples in which the indexing term $k$ appears; and $f^e_k$ is given by Equation 5

$$
\[ f^e_k = \begin{cases} 0 & \text{if } l = 0 \\ \log(l) + 1 & \text{otherwise} \end{cases} \] (5)

where \( l \) is the number of occurrences of term \( k \) in the example \( m \). In the Rocchio’s classifier, each class is presented by a prototype vector \( \vec{v}^{c\gamma} \) which has the dimension of the original weight vectors of the example. For class \( c \), the \( k \)th term in its prototype is defined to be

\[ \vec{v}^{c\gamma}_k = \max \left\{ 0, \frac{\beta}{|R_c|} \left| \sum_{e \in R_c} v^e_k \right| - \frac{\gamma}{|R_c|} \sum_{e \in R_c} v^e_k \right\} \] (6)

where \( R_c \) is the set of all examples class \( c \) and \( R \) is the set of all documents not in \( c \).

The parameters \( \beta \) and \( \gamma \) control the relative contribution of the positive and negative training examples in the prototype vector. As recommended by Buckley et al., we used the values of 16 and 4 for \( \beta \) and \( \gamma \), respectively [19]. This equation shows that each prototype vector \( \vec{v} \) maximizes the mean similarity of the positive training examples with class \( c \) minus the mean similarity of the negative training examples with this class. Additionally, Rocchio’s algorithm requires that negative elements in the class \( c \) prototype vector, \( \vec{v} \), be set to 0. The resulting set of prototype vectors, one vector per class, represents the learned model. After representing the test example with weight vector \( \vec{w} \), it is compared with the prototype vector \( \vec{v} \) of each class using the cosine similarity. Then, it is assigned to the class with which it has the highest cosine value.

4. Experimental Setup

A. Dataset

The data set used is a lexical samples corpus of five Arabic nouns. Each noun has two or three senses. The lexical samples corpus is a corpus of sentences and phrases. Each of these samples represents an example of the occurrence of an ambiguous noun. The examples were collected from different Arabic resources. Most of these resources are literature publications of several authors including Al-Khansaa poetry from Algazeera and Elhawy fi Alteb from Persia, which is a publication in medicine. They represent different domains, times and geographical distributions.

<table>
<thead>
<tr>
<th>Noun</th>
<th>Senses</th>
<th>Examples</th>
<th>Average Examples per sense</th>
<th>Distribution of examples per sense</th>
</tr>
</thead>
<tbody>
<tr>
<td>السرطان</td>
<td>3</td>
<td>757</td>
<td>252.3</td>
<td>Sense1 193 Sense2 338 Sense3 226</td>
</tr>
<tr>
<td>الجدول</td>
<td>2</td>
<td>684</td>
<td>342</td>
<td>Sense1 225 Sense2 658 Sense3 685</td>
</tr>
<tr>
<td>المشروع</td>
<td>2</td>
<td>1184</td>
<td>592</td>
<td>Sense1 416 Sense2 768 Sense3 785</td>
</tr>
<tr>
<td>المسموم</td>
<td>2</td>
<td>1385</td>
<td>679</td>
<td>Sense1 623 Sense2 735 Sense3 775</td>
</tr>
<tr>
<td>الحاجب</td>
<td>3</td>
<td>1139</td>
<td>379.7</td>
<td>Sense1 297 Sense2 615 Sense3 277</td>
</tr>
</tbody>
</table>

The data was selected and annotated by a professional linguist with different number of average examples per sense (Table 1). It is worth noting that not all the tagged senses are derived from an Arabic dictionary (For instance, the noun الحاجب is annotated with three senses which are a brow, a doorman, or a proper noun). Obviously, the first two senses are consistent with dictionary definitions while the third depends on a corpus usage. Moreover, not all nouns have a balanced distribution of examples. The noun المسموم has two senses, which are something drawn and a decree, with more or less balanced data. However, the unbalanced data may be justified, since it represents the normal usage of the noun in daily life. For instance, the word السرطان has unbalanced data for its three senses; an animal, a zodiacal constellation, and a disease, where the minimum examples are provided for the first sense. The remaining two words are المشروع (something legal and a project) and الجدول (water stream and a table). For both words, the second sense has a more presence in life and larger number of examples.

B. Word Sense Disambiguation Approaches

The previously described dataset is used to compare the performance of different WSD approaches. The comparison will include four supervised algorithms. The supervised algorithms are: (i) Most Frequent Sense (MFS), (ii) Naïve Bayes classifier (NBC) and (iii) Support Vector Machines (SVM) and (iv) Rocchio classifier. The first classifier (MFS) is a baseline classifier while NBC and SVM are considered as the state of the art in the supervised WSD area. However, there is no clear agreement on which one is more preferable than the other. Although, the Rocchio algorithm is a well popular in text categorization, it has not been experimented for WSD.
C. Performance Evaluation

The evaluation of the Rocchio classifier is carried on based on its performance compared to the other machine learning algorithms. The results reported in terms of the standard measure of accuracy. In the supervised techniques, the available data set is partitioned into training and test sets. The training set is used for learning while the test set is used for evaluation. To insure that the results are unbiased to a certain train/test split, an N-fold cross validation is used. In N-folds cross-validation, the corpora are split in N parts of similar size. A single part is used as the testing gold-standard, and the remaining (N-1) segments arts for training the system. The final result is the average of the N executions. The corpora are partitioned in a way to keep the same proportion of word senses in each of the folds. Since the available number of examples is small, the results reported are averaged over five different test/training splits that are partitioned in a way to keep the same proportion of word senses in each split. In each split, 33% of the data is used for testing.

5. Results and Discussion

Each classifier is tested over the five nouns. Obviously, each classifier exhibits different performance for each noun. The performance of Rocchio classifier outperforms the other classifiers for the words: المرضوم, المسكن, and المسكن. On the other hand, the SVM demonstrates the best performance for the words: المسكن and the NBC for the المرسوم. Nevertheless, all classifiers achieve their best classification accuracy in classifying the word المرسوم since it has both balanced data and the highest number of examples per sense. Generally, the Rocchio classifier has the higher performance with average accuracy of 88.3% over the five words, followed by the NBC with an average accuracy of 86.14%.

<table>
<thead>
<tr>
<th>Noun</th>
<th>MFS</th>
<th>NBC</th>
<th>SVM</th>
<th>Rocchio</th>
</tr>
</thead>
<tbody>
<tr>
<td>المسكن</td>
<td>85</td>
<td>82</td>
<td>78</td>
<td>89</td>
</tr>
<tr>
<td>المسكن</td>
<td>65</td>
<td>87</td>
<td>84</td>
<td>86</td>
</tr>
<tr>
<td>المسكن</td>
<td>54</td>
<td>92</td>
<td>88</td>
<td>92.8</td>
</tr>
<tr>
<td>المسكن</td>
<td>57</td>
<td>82.2</td>
<td>79</td>
<td>89.3</td>
</tr>
<tr>
<td>Average</td>
<td>57.5</td>
<td>86.14</td>
<td>82</td>
<td>88.3</td>
</tr>
</tbody>
</table>

6. Conclusion

This work explores the possibility of using the Rocchio classifier to solve the Word Sense Disambiguation problem. Its performance is compared to different supervised approaches. The results suggest that the Rocchio classifier is very promising as a supervised approach for WSD. The Rocchio classifier outperforms the other classification approach with an overall accuracy of 88% (86% for NBC, 82 for SVM and 57.5% for MFS) with best performance in three words (out of five) that are considered in this study. Moreover, its performance is close to the best classifier in small margin (not more than 1%) for the other two words. This high performance is mainly due to its superior ability in feature selection.
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