Development of A PID Controller for Active Car Suspension System Using Adaptive Weighted PSO Algorithm
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Abstract- This paper focuses on the application of PI/PID controller tuned by Adaptive Weighted Particle Swarm Optimization (AWPSO) algorithm to car suspension system. The optimization step has been achieved based on three error criterion. These are: The Integral of Square Error (ISE), the Integral of Absolute Error (IAE) and the Integral of Time Absolute Error (ITAE). Also the obtained results have been compared with the outcomes of Ziegler-Nichols tuning methodology of the PID controller. Better performance of the PID tuned by the AWPSO proposed algorithm is noticeable. Finally, resources related to the AWPSO setting and initialization are listed. The system simulation and tuning of the PID controller have been achieved using MATLAB/Simulink tool.
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1. INTRODUCTION

At present, vehicle suspension has obtained high performance damping effect by using optimal control method. Industrial countries have begun to study an active, semi-active suspension system based on vibration control in the 1970s. In the 1960s, foreign scholars have proposed the concept of active suspension. Industry developed in the 70's has been of active[1-2], semi-active[3-4] suspension system based on the active vibration control.

Car suspension system is an integral part of the vehicle [5, 6] that affects the ride comfort of passengers by minimizing the vibration against different load conditions. In other word, the suspension system function is to isolate the vehicle body from road disturbances and inertial disturbances like braking. Many types of suspension system have been implemented over the years like passive suspension system and active suspension system. Passive suspension system uses mechanical spring for storing energy and damper for absorbing that energy [7, 8] and do not require extra power. While, active suspension system can produce an improved ride quality with additional power provided. In active suspension system, some kinds of suspension force generation are utilized [9] which act parallel to the suspension system located between the tire and the vehicle body. The actuator uses the suspension space while pushing up or pulling down in order to suppress its vibrations due to the road irregularities. The two main variables used for design and evaluation of the suspension system are vehicle body acceleration which determines ride comfort and suspension deflection which indicates the limit of the vehicle body motion [10].
Many researchers, in the last decade, have different techniques such as applied optimal control [11], $H_{\infty}$ based controllers [12-14], nonlinear adaptive control [15], adaptive sliding control with self tuning fuzzy compensation [16], fuzzy logic [17-19], artificial neural network [20-22], back stepping control [23], intelligent controllers [24], model reference adaptive controllers [25], and proportional-integral-derivative (PID) controllers [26] to the vibration control problem of vehicle suspension system.

The development of approaches used to tune the response of controllers range from trial and error, Root locus and linear optimal control techniques, and then computational intelligence approaches. Advanced computational intelligence techniques have been evolved by observing complex behaviors of human and other animals, event happening in nature and arrive at a mathematical model representing criteria under study.

Particle Swarm Optimization (PSO) algorithm is founded by Kennedy and Eberhart in 1995 [27-29]. The algorithm has been further improved into Adaptive Weighted PSO (AWPSO) later on for enhancing the performance of PSO [30-31]. The application of implementing the AWPSO to tune a class of PID controllers has been tried on many application in literature [32]. In this paper, AWPSO approach is utilized for tuning a PI/PID controller. AWPSO approach is evaluated through active suspension system for proving the suitability and the rigidity of that technique.

This paper is organized as follows. Section 2 introduces the PID controller. Section 3 shows the Adaptive Weighted Particle Swarm (AWPSO) technique. In section 4, the implantation of the AWPSO to tune the PID controller is presented. Section 5 gives the application procedure of the AWPSO techniques. In section 6, results and discussion of the salient points of the article is shown. Main references are given in section 7.

2. PID Controller

PID controller is considered as a basic component of industrial control system because of its capability of improving the dynamic behavior of the system and reducing the steady state error. PID controller includes three parameters $k_p$, $k_i$ and $k_d$ where $k_p$ depends on the present error, $k_i$ depends on accumulation of past errors and $k_d$ is a prediction of future errors based on current rate of change. The transfer function for the PID controller is given as

$$C(s) = k_p + \frac{k_i}{s} + k_d s$$  \hspace{1cm} (1)

3. Adaptive Weighted Particle Swarm Optimization (AWPSO)

Particle swarm optimization is one of the swarm intelligence forms in which the behavior of biological social system like a flock of bird or a school of fish [28] is simulated. This algorithm is introduced by Eberhart and Kennedy in 1995 [27-28]. Each particle keeps track of its coordinates in the problem space, which is associated with the best position (solution) it has achieved. This position is called $P_{best}$. Another best value that is tracked by the global version of the particle swarm optimizer is the overall best value and its location is called $g_{best}$ obtained by any particle in the swarm. The performance of each particle is evaluated using fitness (cost) function [29]. The PSO is represented mathematically in a form of Particle Velocity $V_{ij}(t)$ and Particle position $X_{ij}(t)$ as follows

$$V_{ij}(t) = W_i V_{ij}(t-1) + C_1 \cdot \text{rand}(0,1) \cdot (P_{best} - X_{ij}(t-1)) + C_2 \cdot \text{rand}(0,1) \cdot (g_{best} - X_{ij}(t-1))$$  \hspace{1cm} (2)

$$X_{ij}(t) = X_{ij}(t-1) + V_{ij}(t)$$ \hspace{1cm} (3)
Where

\[ i = 1, 2, 3 \ldots, N \]  \hspace{1cm} (4)

\[ j = 1, 2, 3 \ldots, d \]  \hspace{1cm} (5)

Where

\( V_{ij}(t) \) Velocity of the particle \( i \) at iteration \( t \);

\( X_{ij}(t) \) Current position of particle \( i \) at iteration \( t \);

\( W \) Inertia weight;

\( C_1, C_2 \) Cognitive and social acceleration coefficient;

\( \text{rand} \ (0, 1) \) random number between 0 and 1;

\( P_{\text{best}} \) Particle \( i \) best position;

\( g_{\text{best}} \) Global best position;

\( N \) Number of particles;

\( d \) Dimension;

\( t \) time;

The AWPSO algorithm is developed later by Mahfouf [6] for improving the performance of the PSO algorithm. The adaptive Weighted PSO is achieved by two terms: Inertia weight (W) and Acceleration factor (A). The inertia weight function is to balance global exploration and local exploration [7]. It controls previous velocities effect on the new velocity. Larger the inertia weight, larger exploration of the search space while smaller the inertia weights, the search will be limited and focused on a small region in the search space [8, 9]. The inertia weight formula is as follows which makes \( W \) value changes randomly from \( W_o \) to 1:

\[ W = W_o + \text{rand}(0, 1) (1 - W_o) \]  \hspace{1cm} (6)

Where \( W_o \) is an initial positive constant in the interval \([0, 1]\)

The Acceleration factor formula is

\[ A = A_o + \frac{i}{n} \]  \hspace{1cm} (7)

Where \( A_o \) is an initial positive constant in the interval \([0.5, 1]\)

The particle Velocity \( V_{ij}(t) \) is rewritten incorporating Acceleration factor as follows:

\[ V_{ij}(t) = W. V_{ij}(t - 1) + A. C_1. \text{rand}(0,1). (P_{\text{best}} - X_{ij}(t - 1)) + A. C_2. \text{rand}(0,1). (g_{\text{best}} - X_{ij}(t - 1)) \]  \hspace{1cm} (8)

4. PI/PID controller Tuning procedure using AWPSO

The search procedures of the AWPSO for finding the optimal values of the PID controller are as follows:

**Step 1:** Specify upper and lower bound of the PID controller parameter. The upper and lower bound values depend on the controlled system characteristics.

**Step 2:** Initialize randomly the particles position and velocity.

**Step 3:** Calculate the values of the cost function in the time domain.

**Step 4:** Compare each particle evaluation values with its best position \( P_{\text{best}} \). The best evaluation value among the \( P_{\text{best}} \) value is denoted as \( g_{\text{best}} \).

**Step 5:** Update the velocity of each particle in the swarm according to the following formula
\[ V_{ij}(t) = W.V_{ij}(t-1) + A.C_1.\text{rand}(0,1).\left( p_{best} - X_{ij}(t-1) \right) + A.C_2.\text{rand}(0,1).\left( g_{best} - X_{ij}(t-1) \right) \] (9)

Step 6: Update the position of each particle in the swarm according to the following formula
\[ X_{ij}(t) = X_{ij}(t-1) + V_{ij}(t) \] (10)

**Step 7:** Update particle best position and global best position.

**Step 8:** Repeat the cycle again until maximum number of iteration is reached.

**Step 9:** When the number of iteration reaches its maximum value, then the latest global best position value is considered as the optimal value for the controller parameter.

**5. Application**

**5.1 Car Active Suspension System**

Car suspension system is an integral part of the vehicle that affects the ride comfort of passengers by minimizing the vibration against different load conditions [5]. In other word, the suspension system function is to isolate the vehicle body from road disturbances and inertial disturbances like braking. Many types of suspension system have been implemented over the years like passive suspension system and active suspension system. Passive suspension system uses mechanical spring for storing energy and damper for absorbing that energy [6-7] and do not require extra power. While, active suspension system can produce an improved ride quality with additional power provided. In active suspension system, some kinds of suspension force generation are utilized [8] which act parallel to the suspension system located between the tire and the vehicle body. The actuator uses the suspension space while pushing up or pulling down in order to suppress its vibrations due to the road irregularities. The two main variables used for design and evaluation of the suspension system are vehicle body acceleration which determines ride comfort and suspension deflection which indicates the limit of the vehicle body motion [9]. The schematic diagram for car suspension system is shown in Figure 1.

The mathematical representation of the suspension system is illustrated as follows

\[
m_1 \frac{d^2x}{dt^2} = -B \left( \frac{dx}{dt} - \frac{dy}{dt} \right) - k_1 (X - Y) + U
\] (11)

\[
m_2 \frac{d^2y}{dt^2} = B \left( \frac{dx}{dt} - \frac{dy}{dt} \right) + k_1 (X - Y) + k_2 (z - Y) - U
\] (12)

The controlled variable is the suspension system deflection (X-Y) as shown the block diagram shown in Figure 2.

![Figure 1: Car Suspension System](image)
5.2. Objective function

The control objective in this system is to minimize the deflection between the Vehicle body displacement $X$ and Tire Body displacement $Y$.

Error signal from the system, ‘error’ as delineated in Figure 2, will be taken as an input to the controller. The performance indices are utilized to implement the objective function $f$ as shown’ below. The error term ‘$e(t)$’ given in equations 13 to 15 below will be considered equal to the system error signal ‘error’ of Figure 2.

For IAE

$$IAE=\int_0^{\infty} |e(t)| \, dt$$  \hspace{1cm} (13)

For ISE

$$ISE=\int_0^{\infty} e^2(t) \, dt$$  \hspace{1cm} (14)

For ITAE

$$ITAE=\int_0^{\infty} t \, |e(t)| \, dt$$  \hspace{1cm} (15)

The objective function is as follows:

$$f = 0.5 \left( e^2 + X^2 + Y^2 + \left(\frac{dx}{dt}\right)^2 + osw^2 \right)$$  \hspace{1cm} (16)

Where osw is overshoot value.
5.3. Parameters Values

The description and the values of parameters indicated in the block diagram in Figure 2 are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1$</td>
<td>Quarter car sprung mass (KG)</td>
<td>250</td>
</tr>
<tr>
<td>$m_2$</td>
<td>Tire mass (KG)</td>
<td>50</td>
</tr>
<tr>
<td>$B$</td>
<td>Damping coefficient of suspension system damper (Ns/m)</td>
<td>1000</td>
</tr>
<tr>
<td>$k_1$</td>
<td>Suspension system spring stiffness (N/m)</td>
<td>18600</td>
</tr>
<tr>
<td>$k_2$</td>
<td>Tire spring stiffness (N/m)</td>
<td>196000</td>
</tr>
<tr>
<td>$X$</td>
<td>Vehicle body displacement (m)</td>
<td>Varying</td>
</tr>
<tr>
<td>$Y$</td>
<td>Tire body displacement (m)</td>
<td>Varying</td>
</tr>
<tr>
<td>$\frac{dX}{dt}$</td>
<td>Vehicle body speed (m/sec)</td>
<td>Varying</td>
</tr>
<tr>
<td>$\frac{dY}{dt}$</td>
<td>Tire body speed (m/sec)</td>
<td>Varying</td>
</tr>
<tr>
<td>$\frac{d^2X}{dt^2}$</td>
<td>Vehicle body acceleration (m/sec$^2$)</td>
<td>Varying</td>
</tr>
</tbody>
</table>

5.4. Simulation

The car suspension system presented is tested once with PID controller tuned with AWPSO and once with PID controller tuned with Zeigler and Nichols tuning methods [32].

The graphs for Deflection (X-Y) and Vehicle height X are displayed for each of IAE, ISE and ITAE performance index. In addition the graph for Vehicle body Height X is shown with PID controller tuned with Zeigler and Nichols.

![Figure 3: Deflection (X-Y) With PID-AWPSO Based on IAE](image-url)
Figure 4: Deflection (X-Y) With PID-AWPSO Based on ISE

Figure 5: Deflection (X-Y) With PID-AWPSO Based on ITAE

Figure 6: Car body height (X) With PID-Ziegler & Nichols
The settling time, overshoot, overshoot values along with PID controller gains values are mentioned in Table 3.
Table 3: Simulation results with PID-AWPSO

<table>
<thead>
<tr>
<th>Description</th>
<th>IAE</th>
<th>ISE</th>
<th>ITAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>settling time</td>
<td>1.1330</td>
<td>1.1626</td>
<td>0.8195</td>
</tr>
<tr>
<td>overshoot</td>
<td>0.0867</td>
<td>0.0873</td>
<td>0.0815</td>
</tr>
<tr>
<td>$K_p$</td>
<td>$2.5987 \times 10^3$</td>
<td>$8.4190 \times 10^3$</td>
<td>$977.3095$</td>
</tr>
<tr>
<td>$K_i$</td>
<td>$7.6149 \times 10^3$</td>
<td>$9.7759 \times 10^3$</td>
<td>$5.1691 \times 10^3$</td>
</tr>
<tr>
<td>$K_d$</td>
<td>$3.5904 \times 10^3$</td>
<td>$3.7022 \times 10^3$</td>
<td>$9.0393 \times 10^3$</td>
</tr>
</tbody>
</table>

5.5. AWPSO Parameters

The chosen AWPSO parameters values are listed in Table 4 below.

Table 4: AWPSO Parameters

<table>
<thead>
<tr>
<th>parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>50 particles</td>
</tr>
<tr>
<td>$n$</td>
<td>500 iterations</td>
</tr>
<tr>
<td>$d$</td>
<td>3 variables</td>
</tr>
<tr>
<td>$C_1$</td>
<td>2</td>
</tr>
<tr>
<td>$C_2$</td>
<td>2</td>
</tr>
<tr>
<td>$W_o$</td>
<td>0.15</td>
</tr>
<tr>
<td>$A_o$</td>
<td>0.5</td>
</tr>
<tr>
<td>$X_{range}$</td>
<td>[0 10000]</td>
</tr>
</tbody>
</table>

5.6. Summary of Simulation

The simulation results using AWPSO algorithm is better than the simulation results in [33] which uses PID controllers tuned with Zeigler and Nichols tuning rules. In the case of AWPSO, the settling time for IAE, ISE and ITAE performance indices is less than 1.5 seconds. However with conventional PID with Zeigler and Nichols it is 4 seconds.

In addition that in the case of AWPSO, the minimum settling time and overshoot was achieved with ITAE performance index. The model was tested with PI controller, but it didn’t yield to a good results.

6. DISCUSSION AND CONCLUSION

This paper presents a design for PI/PID controller tuned by Adaptive Weighted Particle Swarm Optimization (AWPSO) algorithm. This control approach proved its efficient performance through application on car active suspension system.

It is clear that the proposed control approach is capable of reducing settling time with a measurable value. Furthermore, the overshoots, undershoots and ripples are minimized. The systems response evidences that the proposed control approach is reliable and robust without reliance on system models. The difficulties faced in utilizing AWPSO was choosing the appropriate AWPSO parameters in the presence of non-linearity in the systems model. In addition to specifying the suitable objective function along with the controller gains.
List of Symbols

\( m_1 \)  
Quarter car sprung mass (KG)

\( m_2 \)  
Tire mass (KG)

\( B \)  
Damping coefficient of suspension system damper (Ns/m)

\( k_1 \)  
Suspension system spring stiffness (N/m)

\( k_2 \)  
Tire spring stiffness (N/m)

\( X \)  
Vehicle body displacement (m)

\( Y \)  
Tire body displacement (m)

\( \frac{dX}{dt} \)  
Vehicle body speed (m/sec)

\( \frac{dY}{dt} \)  
Tire body speed (m/sec)

\( \frac{d^2 X}{dt^2} \)  
Vehicle body acceleration (m/sec^2)

\( N \)  
Number of particles

\( n \)  
Number of iterations

\( d \)  
Dimension

\( C_1 \)  
Cognitive acceleration coefficient

\( C_2 \)  
Social acceleration coefficient

\( W_0 \)  
initial positive constant in the interval [0, 1]

\( A_0 \)  
initial positive constant in the interval [0.5, 1]

\( X_{\text{range}} \)  
Range for the variables (Kp, Ki and Kd)
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