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Abstract. The competency of pointer analysis is crucial for many compiler op-
timizations, transformations, and checks like memory safety. The potential in-
teraction between threads in multithreaded programs complicates their pointer
analysis and memory-safety check. The trade-off between accuracy and scalabil-
ity remains a main issue when studying these analyses. In this work, we present
novel approaches for the pointer analysis and memory safety of multithreaded
programs as simply structured type systems.

In order to balance accuracy and scalability, the type system proposed for
pointer analysis of multithreaded programs is flow-sensitive and it invokes
another flow-insensitive type system for parallel constructs. Therefore the
proposed pointer analysis is described as flow sensitive-insensitive. The third
type system presented in this paper takes care of memory safety of multithreaded
programs and is an extension of the type system of pointer analysis. Programs
having types in memory-safety type system, are guaranteed to be memory safe.
Type derivations serve as proofs for correctness of the result of every pointer
analysis and memory-safety check. Such proofs are required in the area of
proof-carrying code.

Keywords: Pointer analysis, memory safety, operational semantics, multi-
threaded programs, type systems.

1 Introduction

Two facts contribute to the enormous importance that the pointer analysis of multi-
threaded programs enjoys. One fact is that pointer information is important for many
compiler optimizations and corrections [23]. The other fact is the growing interest in
multithreading as a mainstream practice of programming. One important use of pointer
information is to statically judge the memory safety of programs. That is to reason about
(a) the existence of pointer arithmetics when they are not allowed by the syntax of the
language and (b) the existence of dangling pointers (de-referencing of variables that
contain no pointers). The fact that pointer analysis is a main tool in code parallelization
magnifies importance of pointer analysis.
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For multithreaded programs, compilation and program analyses are challenging
problems [17,23] because the potential interaction between various threads creates diffi-
culty in extending techniques of compiling and analyzing sequential programs to cover
multithreaded ones. For the pointer analysis, the interaction happens when a thread
writes a pointer variable that is simultaneously accessed by another thread. Such inter-
actions result in enlarging sets of pointers that variables may point to. For the sake of
correctness, analyses of multithreaded programs must conveniently interpret the inter-
action between various threads.

Pointer analysis [7,9] calculates information about memory locations that are pointed
to by program pointers. The memory safety analysis aims at statically proves that the
program does not treat pointers illegally according to the language syntax. One way
to classify techniques of pointer analysis and memory safety is according to flow-
sensitivity of approaches i.e. into flow-sensitive and flow-insensitive. The approaches
of flow-insensitive neglect the program’s flow of control. Hence in these techniques
the program statements are dealt with as if they are executable any number of times
in any probable order. Flow-insensitive approaches [1,2] are believed to be less precise
and more efficient than flow sensitive ones. Therefore there is a trade-off between us-
ing flow-sensitive and flow-insensitive approaches. In this paper, we introduce pointer
analysis and memory safety techniques for multithreaded programs. Aiming at captur-
ing the advantages of the two approaches, the proposed techniques mix flow sensitivity
and insensitivity.

Typically, static analysis of programs is done in an algorithmic style through which
algorithms work on control-flow graphs of programs rather than on their syntactic struc-
tures. The algorithmic style has the drawback of working like a black box in the sense
that it is not clear how the analysis was done. Therefore in applications like proof-
carrying code or certified code, where a proof for the correctness of analysis results
is required to be delivered with the result, the algorithmic style is not an ideal choice.
Type systems have established themselves as good tools to carry static analysis instead
of algorithms specially for applications of proof-carrying code [3,14,20]. Type rules are
relatively easy to interpret and type derivations are good format for required proofs.
The techniques presented in this paper for pointer analysis and memory safety of mul-
tithreaded programs are in the form of type systems.

Figure 1 presents the programming language that we study. The language is the sim-
ple while language [11] enriched with commands for structured parallel constructs and
pointer manipulations. Join-fork constructs, conditionally spawned threads, and paral-
lel loops are parallel constructs included in the language. The join-fork (par) construct
begins the execution of its threads concurrently at the beginning of the construct and

n ∈ Z, x ∈ Var, and ⊕ ∈ {+,−,×}
e ∈ Aexprs � x | n | e1 ⊕ e2

b ∈ Bexprs � true | false | ¬b | e1 = e2 | e1 ≤ e2 | b1 ∧ b2 | b1 ∨ b2

S ∈ Stmts � x � e | x � &y | ∗x � e | x � ∗y | skip | S1; S2 | if b then St else S f |
while b do St | par{{S1}, . . . , {Sn}} | par-if{(b1,S1), . . . , (bn,Sn)} | par-for{S}.

Fig. 1. The programming language
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then waits for the accomplishment of these executions at the end of the par construct.
The parallel loop construct, par-for, executes in parallel a statically unknown number
of threads that have the same code (the loop body). The construct including condition-
ally spawned threads is that of par-if and it executes in parallel its n threads where the
execution of thread (bi, Si) includes the execution of Si only if bi is true.

This paper presents a new technique for pointer analysis of multithreaded programs.
Type systems are basic tools of our proposed technique which mixes concepts of flow
sensitive and insensitive analyses. More precisely, the technique has the form of a
type system that is flow-sensitive and that invokes another type system which is flow-
insensitive when parallel constructs are encountered. The paper also presents another
type system that checks memory-safety of multithreaded programs and that utilizes the
pointer information obtained by our pointer analysis. We show that if a program has
types in the memory safety type system then it is memory-safe in the sense that it is
guaranteed not to abort due to illegal pointer operations.

Motivation

1. x � &y;
2. ∗ x � 2;
3. par{
4. {y � &x}
5. {y � 5;
6. ∗ x � &z}
7. };
8. x � &z;
9. z � 2;
10. y � ∗z

Program point Pointer information
first point {t �→ ∅ | t ∈ Var}
between lines 1 & 2 {x �→ {y}, t �→ ∅ | x � t}
points between 2 & 8 {x �→ {y}, y �→ {x, z}, t �→ ∅ | t � {x, y}}
points between 8 & 10 {x �→ {z}, y �→ {x, z}, t �→ ∅ | t � {x, y}}
last point {x �→ {z}, t �→ ∅ | x � t}

Fig. 2. A motivating example together with its pointer analysis

The program in Figure 2 is a motivating example of the work presented in this paper.
We note that this program aborts because the command at the last line de-references
the variable z that has no address. Therefore this program is not memory safe. It is the
task of this paper to introduce a technique that statically (without running programs)
tests memory safety of multithreaded programs like this one. The information that z
has no addresses can be inferred from the result of a pointer analysis for the program.
Hence the paper introduces an efficient flow sensitive-insensitive pointer analysis whose
results for our example program are in the table of Figure 2.

Contributions

Contributions of this paper are the following:

1. A new flow sensitive-insensitive pointer analysis technique for multithreaded
programs.

2. An original type system for flow-insensitive pointer analysis of multithreaded
programs.

3. An original analysis that checks memory safety of multithreaded programs.
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Organization

The rest of the paper is organized in sections that present the following topics in the
following order:

1. Related work.
2. The proposed technique (type systems) for pointer analysis of multithreaded pro-

grams.
3. The proposed technique (type system) for memory safety of multithreaded pro-

grams.
4. Operational semantics of our language (Figure 1).
5. Conclusion.

2 Related Work

Pointer Analysis and Memory Safety

The pointer analysis and memory safety for sequential programs have been studied
extensively for decades [7,10,9,25,6]. Flow-sensitive pointer analyses [8,26,30], which
are more natural to most applications, consider the order of program commands. Mostly
these analyses perform an abstract interpretation of program using dataflow analysis to
associate each program point with a points-to relation. Flow-insensitive pointer analy-
ses [1,2] do not consider the order of program commands. Typically the output of these
analyses, which are performed using a constraint-based approach, is a points-to relation
that is valid all over the program. Clearly the flow-sensitive approach is more precise
but less efficient than the flow-insensitive one. The work [25] presents a type and effect
analysis for detecting memory and type errors in C source code.

Although problems of pointer analysis and memory safety for sequential programs
were studied extensively, a little effort was done towards a pointer and a memory-safety
analyses for multithreaded programs. In [22], a flow sensitive analysis for multithreaded
programs was introduced. This analysis associates each program point with a triple
of points-to relations. This in turn complicates the the analysis and creates a sort of
redundancy in the collected points-to information. The work in [7] presents a design
for a formal low-level multi-threaded language enriched with region-based memory
management and synchronization constructs. Well-typed programs of this language are
claimed to be memory safe and race free. Investigating the details of these approaches
and our work makes it apparent that our work is simpler and more accurate than these
approaches. Moreover our approach provides a proof for the correctness of the pointer
analysis and memory safety for each program. To the best of our knowledge, such proof
is not known to be provided by any other existing approach.

Type Systems in Program Analysis

The work in [3,14,20,6,19] is among the closest work to ours in the sense that it uses
type systems to achieve the program analysis in a way similar to ours. The work in [14]
shows that a good deal of program analysis can be done using type systems. More
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precisely, it proves that for every analysis in a certain class of data-flow analyses, there
exists a type system such that a program checks with a type if and only if the type is
a supertype for the set resulting from running the analysis on the program. The type
system in [18] and the flow-logic work in [20], which is used in [19] to study security
of the coordinated systems, are very similar to [14]. For the simple while language, the
work in [3] introduces type systems for constant folding and dead code elimination and
also logically proves correctness of optimizations. Safety policies for information flow,
carrying-code abstraction, and resource usage were also casted using type systems [4,5].
Earlier, related work (with structurally-complex type systems) is [21].

To the best of our knowledge, our approach is the first attempt to use type systems to
check memory safety based pointer analysis for multithreaded programs and associates
every individual check with a justification for correctness.

Analysis of Multithreaded Programs

The analysis of multithreaded programs is a challenging area [23] that receives grow-
ing interest; threading complicates the program analysis. There are several directions
of research in this area [15,13]. Deadlock which results from round waiting to gain re-
sources is a problem of multithreading computing. Researchers have developed various
techniques for deadlock detection [12,27,28]. The aim of the analysis of synchroniza-
tion constructs [24,29] is to explore how the synchronization actions apart executions of
program segments. The result of this analysis can be used by compiler to appropriately
add join-fork constructs. Data race describes the situation when a memory location is
accessed by two threads (one of them writes in the location) without synchronization.
One direction of research focuses on data race detection [16].

The problem with almost all the work refereed to above is that it does not apply to
pointer programs. More precisely, for some of the work the application is possible only
if we have the result of a pointer analysis for the input pointer program. The techniques
presented in this paper have the advantage of being simpler and more reliable than the
techniques refereed to above that would work in the presence of a pointer analysis.

3 Pointer Analysis

This section presents a new technique for pointer analysis of multithreaded programs
that allow shared pointers to be updated simultaneously. Our technique is basically a
flow-sensitive analysis that invokes flow-insensitive one for the analysis of parallel con-
structs; join-fork constructs, parallel loops, and conditionally spawned threads. There-
fore the technique can be described as flow sensitive-insensitive. Both of the analyses
take the form of compositional type systems that are simply structured. The pointer in-
formation calculated by the analyses have the form of types assigned to expressions and
statements. The correctness of collected pointer information is proved by type deriva-
tions. Hence the presented analyses proceed by assigning a type to each program point
of a statement (program). A points-to type associates each variable in the program with
a conservative approximation of the addresses that may get into the variable. The sound-
ness of all type systems presented in this paper is proved using the operational semantics
presented in Section 5. The set of states of this semantics is denoted by Γ.
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The following definition introduces the set of points-to types PTS and the relation
|= ⊆ Γ × PTS:

Definition 1. 1. Addrs = {x′ | x ∈ Var}.
2. PTS = {pts | pts : Var→ 2Addrs}.
3. pts ≤ pts′ def⇐⇒ ∀x ∈ Var. pts(x) ⊆ pts′(x).

4. γ |= pts
def⇐⇒ (∀x ∈ Var. γ(x) ∈ Addrs =⇒ γ(x) ∈ pts(x)).

We start with introducing a type system for flow-insensitive pointer analysis of mul-
tithreaded programs. Then a type system for flow-sensitive analysis that invokes the
flow-insensitive type system is introduced.

3.1 Flow-Insensitive Pointer Analysis

The types, PTS, of our type system for flow-insensitive pointer analysis are introduced
in the previous definition. The inference rules of the type system are the following:

x : pts, pts(x) n : pts, ∅ e1 ⊕ e2 : pts, ∅ skip : pts

e : pts,A A ⊆ pts(x)
(�p

insen)
x � e : pts

y′ ∈ pts(x)
(� &p

insen)
x � &y : pts

∀z′ ∈ pts(x). z � e : pts
(∗�p

insen)∗x � e : pts

∀z′ ∈ pts(y). x � z : pts
(� ∗pinsen)

x � ∗y : pts

∀i. Si : pts
(parp

insen)
par{{S1}, . . . , {Sn}} : pts

∀i. Si : pts
(par-ifp

insen)
par-if{(b1, S1), . . . , (bn,Sn)} : pts

S : pts
(par-forp

insen)
par-for{S} : pts

S1 : pts S2 : pts
(seqp

insen)
S1; S2 : pts

St : pts S f : pts
(ifpinsen)

if b then St else S f : pts

St : pts
(whlp

insen)
while b do St : pts

S : pts pts ≤ pts′
(csqp

insen)
S : pts′

The judgements of an expression e and a statement S have forms e : pts,A and
S : pts, respectively. As formalized by Lemma 1, A is the collection of addresses that
e may evaluate to in a state of type pts. The judgement of S guarantees that if the
execution of S in a state of type pts terminates in a state γ′, then γ′ has type pts.

The inference rule (�p
insen) says that for the assignment statement to be of type pts,

the set pts(x) has to cover the set of addresses A. The other inference rules correspond-
ing to other assignment commands are clarified similarly. A type invariant is necessary
to type statements like while, par, par-if, and par-for. A fix-point algorithm can be used
to find type invariants. The monotonicity of rules of the type system and the fact that
the set of points-to types PTS is a complete lattice guarantee the convergence of the
algorithm.
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Lemma 1. 1. Suppose e : pts,A and γ |= pts. Then �e�γ ∈ Addrs implies �e�γ ∈ A.
2. pts ≤ pts′ ⇐⇒ (∀γ. γ |= pts =⇒ γ |= pts′).

Proof. (1) is obvious. The right-to-left direction of (2) is proved as follows. Suppose
y′ ∈ pts(x). Then the state {(x, y′), (t, 0) | t ∈ Var \ {x}} is of type pts and hence of
type pts′ implying that y′ ∈ pts′(x). Therefore pts(x) ⊆ pts′(x). Since x is arbitrary,
pts ≤ pts′. The other direction is easy.

Theorem 1. (Soundness) Suppose that S : pts, S : γ � γ′, and γ |= pts. Then
γ′ |= pts.

Proof. The proof is by structure induction on the type derivation. We demonstrate some
cases.

– The case of (�p
insen): in this case γ′ = γ[x �→ �e�γ]. Therefore by the previous

lemma γ |= pts implies γ′ |= pts.
– The case of (∗ �p

insen): in this case there exists z ∈ Var such that γ(x) = z′ and z �
e : γ � γ′. Because γ |= pts, z′ ∈ pts(x) and hence by assumption z � e : pts.
Therefore by soundness of (�p

insen), γ′ |= pts.

– The case of (parp
insen): in this case there exist a permutation θ : {1, . . . , n} →

{1, . . . , n} and n + 1 states γ = γ1, . . . , γn+1 = γ′ such that for every
1 ≤ i ≤ n, Sθ(i) : γi → γi+1. Also γ1 |= pts. Therefore by the induction hypothe-
sis γ2 |= pts. Again by the induction hypothesis we get γ3 |= pts. Therefore by a
simple induction on n, we can show that γ′ = γn+1 |= pts.

– The case of (par-for
p
insen): in this case there exists n such that par{

n−times︷������︸︸������︷
{S}, . . . , {S}} :

γ � γ′. By induction hypothesis we have S : pts. By (parp
insen) we conclude that

par{
n−times︷������︸︸������︷

{S}, . . . , {S}} : pts. Therefore by the soundness of (parp
insen), γ′ |= pts′.

3.2 Flow Sensitive-Insensitive Pointer Analysis

This section presents the basic type system that carries the pointer analysis of multi-
threaded programs. For parallel constructs the type system calls the flow-insensitive
type system presented in the previous subsection. Therefore the type system presented
here is described as flow sensitive-insensitive analysis. The following are the rules of
the type system:

n : pts→ ∅ x : pts→ pts(x) e1 ⊕ e2 : pts→ ∅
e : pts→ A

(�p
sen)

x � e : pts→ pts[x �→ A]

(� &p
sen)

x � &y : pts→ pts[x �→ {y′}] skip : pts→ pts

∀z′ ∈ pts(y). x � z : pts→ pts′
(� ∗psen)

x � ∗y : pts→ pts′
∀z′ ∈ pts(x). z � e : pts→ pts′

(∗ �p
sen)∗x � e : pts→ pts′
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par{{S1}, . . . , {Sn}} : pts
(parp)

par{{S1}, . . . , {Sn}} : pts→ pts

S1 : pts→ pts′′ S2 : pts′′ → pts′
(seqp

sen)
S1; S2 : pts→ pts′

par-if{(b1, S1), . . . , (bn,Sn)} : pts
(par-ifpsen)

par-if{(b1,S1), . . . , (bn,Sn)} : pts→ pts

par-for{S} : pts
(par-forp

sen)
par-for{S} : pts→ pts

St : pts→ pts′ Sf : pts→ pts′
(ifpsen)

if b then St else S f : pts→ pts′

St : pts→ pts
(whlp

sen)
while b do St : pts→ pts

pts′1 ≤ pts1 S : pts1 → pts2 pts2 ≤ pts′2
(csqp

sen)
S : pts′1 → pts′2

The judgements of an expression e and a statement S have forms e : pts → A and
S : pts → pts′, respectively. The intuition of these judgements are similar to that de-
scribed in the previous section for corresponding judgments. A typical pointer analysis
for a program S takes the form of a post-type derivation starting with the bottom type
(mapping variables to ∅) as the pre-type.

Lemma 2. Suppose e : pts→ A and γ |= pts. Then �e�γ ∈ Addrs implies �e�γ ∈ A.

Theorem 2. (Soundness) Suppose that S : pts→ pts′, S : γ� γ′, and γ |= pts. Then
γ′ |= pts′.

Proof. The proof is by structure induction on the type derivation. Some cases are shown
below.

– The case of (�p
sen): in this case pts′ = pts[x �→ A] and γ′ = γ[x �→ �e�γ].

Therefore by the previous lemma γ |= pts implies γ′ |= pts′.
– The case of (∗ �p

sen): in this case there exists z ∈ Var such that γ(x) = z′ and
z � e : γ � γ′. Because γ |= pts, z′ ∈ pts(x) and hence by assumption z � e :
pts→ pts′. Therefore by soundness of (�p

sen), γ′ |= pts′.
– The cases of (parp

sen), (par-forp
sen), and (par-ifpsen) follow directly from soundness of

the type system of the previous subsection (Theorem 1).

4 Memory Safety

This section presents a new technique that statically studies the memory safety of mul-
tithreaded programs. A memory safe program is one that is guaranteed not to attempt
any illegal operations with pointers like dereferencing a variable that has no pointer.
The proposed technique is a type system that extends the type system of pointer anal-
ysis presented in the previous section. The extension takes the form of another type
component added to points-to types. The new component is meant to capture for each
program point the set of variables that must contain addresses. The resulting types of
the memory-safety type system can be seen as a refitment of the points-to types. This
is reflected by the fact that the pointer information collected by the pointer analysis is
used in the rules of memory-safety type system.
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The following definition introduces the set of safety-types MS and the relation |= ⊆
Γ ×MS:

Definition 2. – A safety type is a pair of a points-to type pts and a subset v ⊆ Var.

– (pts, v) ≤ (pts′, v′) def⇐⇒pts ≤ pts′ and v ⊇ v′.
– A state γ has type (pts, v), denoted by γ |= (pts, v), if γ |= pts and ∀x ∈ v. γ(x) ∈

Addrs.

Inference rules of our type system for memory safety are the following:

y ∈ v
(ym

1 )
y : (x, pts, v)� v ∪ {x}

y � v
(ym

2 )
y : (x, pts, v)� v \ {x}

(nm)
n : (x, pts, v)� v \ {x}

∀y ∈ FV(e1 ⊕ e2). pts(y) = ∅
(⊕m)

e1 ⊕ e2 : (x, pts, v)� v \ {x}
x � e : pts→ pts′ e : (x, pts, v)� v′

(�m)
x � e : (pts, v)� (pts′, v′)

skip : (pts, v)� (pts, v)

x ∈ v ∀z′ ∈ pts(x)(z� e : (pts, v)� (pts′, v′))
(∗�m)

∗x � e : (pts, v)� (pts′, v′)
y ∈ v ∀z′ ∈ pts(y)(x � z : (pts, v)� (pts′, v′))

(� ∗m)
x � ∗y : (pts, v)� (pts′, v′)

x � &y : pts→ pts′
(� &m)

x � &y : (pts, v)� (pts′, v ∪ {x})
S : (pts, v ∩ v′)� (pts, v′)

(par-form)
par-for{S} : (pts, v)� (pts, v′)

Si : (pts, v ∩ ∩ j�ivj)� (pts, vi)
(parm)

par{{S1}, . . . , {Sn}} : (pts, v)� (pts,∩ivi)

St : (pts, v)� (pts, v)
(whlm)

while b do St : (pts, v)� (pts, v)

S1 : (pts, v)� (pts′′, v′′) S2 : (pts′′, v′′)� (pts′, v′)
(seqm)

S1; S2 : (pts, v)� (pts′, v′)
par{{if b1 then S1 else skip}, . . . , {if bn then Sn else skip}} : (pts, v)� (pts, v′)

(par-ifm)
par-if{(b1, S1), . . . , (bn,Sn)} : (pts, v)� (pts, v′)
St : (pts, v)� (pts′, v′) Sf : (pts, v)� (pts′, v′)

(ifm)
if b then St else S f : (pts, v)� (pts′, v′)

(pts′1, v
′
1) ≤ (pts1, v1) S : (pts1, v1)� (pts2, v2) (pts2, v2) ≤ (pts′2, v

′
2)

(csqm)
S : (pts′1, v

′
1)� (pts′2, v

′
2)

The judgement of an expression e has the form e : (x, pts, v) � v′. We note that
for a type (pts, v) and a variable x the post type v′ does not always exist. Therefore for
a type (pts, v) and a variable x such a judgement does not always exist. When exists
the judgement guarantees that the statement x � e does not abort when executed in a
state of type (pts, v) and that if the execution terminates in a state γ′, then v′ contains
variables that contain addresses according to γ′. The judgement of a statement S has
the form S : (pts, v) � (pts′, v′). For a given statement S and a pre-type (pts, v) such
a judgement does not always exist. This judgement, if exists, guarantees that S does
not abort at any state of type (pts, v) and if the execution of S in a state of type (pts, v)
terminates in a state γ′, then γ′ has type (pts′, v′). A typical memory safety analysis
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for a program S takes the form of a post-type derivation starting with the bottom type
(where pts maps variables to ∅ and v = ∅) as the pre-type.

The inference rule (⊕m) reflects that in order for the assignment x � e1 ⊕ e2 to
succeed both of the operands e1 and e2 have to be guaranteed not to be pointers. By
Lemma 1 this is guaranteed if ∀y ∈ FV(e1 ⊕ e2)(pts(y) = ∅). In this case x is assigned a
number therefore gets removed from v to produce v′. In the rules (∗ �m) and (� ∗m) the
variables x and y, respectively, have to belong to v to guarantee that the dereferenced
variables x and y do contain addresses before execution. For the rule (parm), according
to semantics of the join-fork command, par, one possibility is that the execution of a
specific thread Si starts before the execution of any other thread starts. Another possibil-
ity is that the execution starts after executions of all other threads end. Of course there
are many other possibilities in between. Consequently, the analysis of the thread Si must
consider all such possibilities. This is reflected in the pre-type of Si and the post-type
of the par command. Similar explanations clarify the rules (par-ifm) and (par-form).

We note that a type invariant is required to type a while statement. Also to achieve
the analysis for one of the par’s threads we need to know the analysis results for all
other threads. However obtaining these results requires the result of analyzing the first
thread. Therefore there is a kind of circularity in rule (parm). Similar situations are in
rules (par-ifm) and (par-form). Such issues can be treated using a fix-point algorithm.
The convergence of this algorithm is guaranteed as the rules of our type system are
monotone and the set of points-to types PTS is a complete lattice.

Lemma 3. 1. (pts, v) ≤ (pts′, v′) =⇒ (∀γ ∈ Γ. γ |= (pts, v) =⇒ γ |= (pts′, v′)).
2. Suppose e : (x, pts, v)� v′ and γ |= (pts, v). Then

(a) �e� �!, and
(b) If x � e : γ→ γ′, then ∀y ∈ Var. (γ′(y) ∈ Addrs =⇒ y ∈ v′).

Proof. The proof of the first item is easy. The proof of the second item is by induction
on the structure of type derivation:

– The case of the rule (ym
1 ): in this case γ′ = γ[x �→ γ(y)] and v′ = v ∪ {x}. Since

y ∈ v, γ(y) ∈ Addrs. Therefore γ′(x) ∈ Addrs which justifies adding x to v.
– The case of the rule (ym

2 ): in this case γ′ = γ[x �→ γ(y)] and v′ = v \ {x}. Since
y � v, γ(y) is not guaranteed to be an address. Consequently γ′(x) is not guaranteed
to be an address which justifies removing x from v.

– The case of the rule (⊕m): in this case γ′ = γ[x �→ �e1 ⊕ e2�γ] and v′ = v \ {x}.
�e1 ⊕ e2� ∈ Z because ∀y ∈ FV(e1 ⊕ e2)(pts(y) = ∅), which guarantees that
∀y ∈ FV(e1 ⊕ e2). γ(y) ∈ Z. Consequently γ′(x) ∈ Z which justifies removing x
from v.

Theorem 3. (soundness and memory safety) Suppose S : (pts, v) � (pts′, v′) and
γ |= (pts, v). Then

1. S does not abort at γ i.e. S : γ �� abort.
2. If S : γ� γ′ then γ′ |= (pts′, v′).

Proof. The proof is by structure induction on the type derivation. Some cases are shown
as follows:
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– The case of (�m): this case results from the previous lemma and the soundness of
pointer analysis.

– The case of (∗ �m): in this case there exists z ∈ Var such that γ(x) = z′ because
x ∈ v. We have z′ ∈ pts(x) because γ |= pts. By induction hypothesis z � e does not
abort at γ and consequently neither does ∗x � e. For (2) we have z � e : γ� γ′.
By assumption we have, z � e : (pts, v) � (pts′, v′). Therefore by soundness of
(�m), γ′ |= (pts′, v′).

– The case of (parm): (1) We outline the proof that executing the n threads in any order
starting from a state γ of type (pts, v) does not abort. Suppose that θ : {1, . . . , n} →
{1, . . . , n} is a permutation. γ |= (pts, v) implies γ |= (pts, v ∩ ∩ j�θ(1)vj). Therefore
by induction hypothesis Sθ(1) does not abort at γ. Then either Sθ(1) enters an infinite
loop at γ or the execution terminates at a state γ2 which is by induction hypothesis
of type (pts, vθ(1)). Therefore γ2 is of type (pts, v ∩ ∩ j�θ(2)vj). Hence a simple
induction on n shows (1).
(2) In this case there exist a permutation θ : {1, . . . , n} → {1, . . . , n} and n+1 states
γ = γ1, . . . , γn+1 = γ′ such that for every 1 ≤ i ≤ n, Sθ(i) : γi → γi+1. Also γ1 |=
(pts, v) implies γ1 |= (pts, v ∩ ∩ j�θ(1)vj). Therefore by the induction hypothesis
γ2 |= (pts, vθ(1)). This implies γ2 |= (pts, v ∩ ∩ j�θ(2)vj). Again by the induction
hypothesis we get γ3 |= (pts, vθ(2)). Therefore by a simple induction on n, we can
show that γ′ = γn+1 |= (pts, vθ(n)) which implies γ′ |= (pts′, v′) = (pts,∩ jvj).

– The case of (par-form): (1) Similarly to the previous case it is easy to show that the
par-for command does not abort at any state of type (pts, v).

(2) In this case there exists n such that par{
n−times︷������︸︸������︷

{S}, . . . , {S}} : γ � γ′. By induction
hypothesis we have S : (pts, v ∩ v′) � (pts, v′). By (parm) we conclude that

par{
n−times︷������︸︸������︷

{S}, . . . , {S}} : (pts, v)� (pts, v′). Therefore by the soundness of (parm), γ′ |=
(pts′, v′).

5 Operational Semantics

This section presents an operational semantics for constructs of the language (Figure 1)
we study. The semantics of the par command can be approximately interpreted as if the
threads are executed sequentially in an arbitrary order. By definitions, the semantics of
par-for and par-if are expressed using that of the par construct. Introducing operation
semantics is one way to describe the meanings of the constructs of our programming
language, including the parallel constructs. This is equivalent to defining a transition
relation� between states which are defined as follows.

Definition 3. 1. Addrs = {x′ | x ∈ Var} and Val = Z ∪ Addrs.
2. A state is either an abort or a map γ ∈ Γ = Var −→ Val.

Rather than that arithmetic and Boolean operations are not allowed on pointers, the
semantics of arithmetic and Boolean expressions are defined as usual.

�n�γ = n �&x�γ = x′ �x�γ = γ(x) �true�γ = true �false�γ = false
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�∗x�γ =
{
γ(y) if γ(x) = y′,
! otherwise.

�e1 ⊕ e2�γ =
{
�e1�γ ⊕ �e2�γ if �e1�γ, �e2�γ ∈ Z,
! otherwise.

�¬A�γ =
{¬(�A�γ) if �A�γ ∈ {true, false},

! otherwise.
�e1 = e2�γ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
! if �e1�γ = ! or �e2�γ = !,
true if �e1�γ = �e2�γ � !,
false otherwise.

�e1 ≤ e2�γ =
{

! if �e1�γ � Z or �e2�γ � Z,
�e1�γ ≤ �e2�γ otherwise.

For � ∈ {∧,∨}, �b1 � b2�γ =
{

! if �b1�γ = ! or �b2�γ = !,
�b1�γ � �b2�γ otherwise.

The inference rules of our semantics (transition relation) are defined as follows:

�e�γ = !

x � e : γ� abort

�e�γ � !

x � e : γ� γ[x �→ �e�γ]

γ(x) = z′ z � e : γ� state

∗x � e : γ� state

γ(x) � Addrs

∗x � e : γ� abort x � &y : γ� γ[x �→ y′]
γ(y) = z′ x � z : γ� γ′

x � ∗y : γ� γ′

γ(y) � Addrs

x � ∗y : γ� abort skip : γ� γ

S1 : γ� abort

S1; S2 : γ� abort

S1 : γ� γ′′ S2 : γ′′ � state

S1; S2 : γ� state

�b�γ = !

if b then St else S f : γ� abort

�b�γ = true St : γ� state

if b then St else S f : γ� state

�b�γ = false Sf : γ� state

if b then St else S f : γ� state

�b�γ = !

while b do St : γ� abort

�b�γ = false

while b do St : γ� γ

�b�γ = true S : γ� γ′′ while b do St : γ′′ � state

while b do St : γ� state

�b�γ = true S : γ� abort

while b do St : γ� abort

• Join-Fork:

†
par{{S1}, . . . , {Sn}} : γ� γ′

‡
par{{S1}, . . . , {Sn}} : γ� abort

† there exist a permutation θ : {1, . . . , n} → {1, . . . , n} and n + 1 states γ =
γ1, . . . , γn+1 = γ′ such that for every 1 ≤ i ≤ n, Sθ(i) : γi → γi+1.
‡ there exist m such that 1 ≤ m ≤ n, a one-to-one map β : {1, . . . ,m} →
{1, . . . , n}, and m + 1 states γ = γ1, . . . , γm+1 = abort such that for every
1 ≤ i ≤ m, Sβ(i) : γi → γi+1.

• Conditionally Spawned Threads:

par{{if b1 then S1 else skip}, . . . , {if bn then Sn else skip}} : γ� γ′

par-if{(b1,S1), . . . , (bn,Sn)} : γ� γ′

par{{if b1 then S1 else skip}, . . . , {if bn then Sn else skip}} : γ� abort

par-if{(b1,S1), . . . , (bn,Sn)} : γ� abort
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• Parallel Loops:

∃n. par{
n−times︷������︸︸������︷

{S}, . . . , {S}} : γ� γ′

par-for{S} : γ� γ′
∃n. par{

n−times︷������︸︸������︷
{S}, . . . , {S}} : γ� abort

par-for{S} : γ� abort

Some comments on the inference rules are in order. The execution of assignment
command (�) aborts at a state only if the semantics of the expression e at that state
includes arithmetics on pointers. The semantics of the indirect assignment commands
(∗ � and � ∗) uses that of direct assignment (�) and has one more source of abor-
tion which happens due to de-referencing that is unsafe. One source for abortion of if
and while statements is the un-computability of Boolean conditions of these statements
which happens when a Boolean operation is tried on pointers. The execution of par
command, the main parallel command, amounts to starting at the begin of construct the
concurrent execution of all the command threads and waiting at the end of the construct
for the termination of these executions. This is approximated by the inference rules for
par command. The semantics of the other parallel commands (par-if and par-for) is
defined by means of the inference rules for par command.

6 Conclusion

Many compiler optimizations, transformations, and checks like memory safety are di-
rectly affected by the efficiency of the crucial program analysis of pointer analysis. One
factor that complicates the pointer analysis and memory-safety check of multithreaded
programs is the potential interaction between threads. A main issue when studying
these analyses for programs is the trade-off between accuracy and scalability. Novel
approaches, in the form of simply structured type systems, for the pointer analysis and
memory safety of multithreaded programs are presented in this paper.

For the sake of balancing accuracy and scalability, a flow-insensitive type system
for parallel constructs is invoked by the main flow-sensitive type system proposed for
pointer analysis of multithreaded programs. Hence the proposed technique is classified
as flow sensitive-insensitive. This paper extends the proposed type system for pointer
analysis to introduce the third type system of the paper which takes care of memory
safety of multithreaded programs. Memory safe is guaranteed for programs typed in the
proposed memory-safety type system. In the proposed techniques, the result of every
pointer analysis and memory-safety check is associated with a correctness proof which
has the form of a type derivation. These proofs are necessary in many applications like
proof-carrying code (certified code).
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