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ABSTRACT The stability and reliability of filtration and recommender systems are crucial for continuous
operation. The presence of fake profiles, known as ‘‘shilling attacks,’’ can undermine the reliability of
these systems. Therefore, it is important to detect and classify these attacks. Numerous techniques for
detecting shilling attacks have been proposed, including supervised, semi-supervised, unsupervised, Deep
Learning, and hyper deep learning methods. These techniques utilize well-known shilling attack models
to target collaborative recommender systems. While previous research has focused on evaluating shilling
attack strategies from a global perspective, considering factors such as attack size and attacker’s knowledge,
there is a lack of comparative studies on the various existing and commonly used attack detection methods.
This paper aims to fill this gap by providing a comprehensive survey of shilling attack models, detection
attributes, and detection algorithms. Furthermore, we explore the traits of injected profiles that are exploited
by detection algorithms, which has not been thoroughly investigated in prior works. We also conduct
experimental studies on popular attack detection methods. Our experimental results reveal that hybrid deep
learning algorithms exhibit the highest performance in shilling detection, followed by supervised learning
algorithms and semi-supervised learning algorithms. In contrast, the unsupervised technique performs
poorly. The deep learning-based Shilling Attack Detection demonstrates accuracy and quality in accurately
identifying a variety of mixed attacks. This study provides valuable insights into shilling attack models,
detection attributes, and detection algorithms. Our findings highlight the superior performance of hybrid
deep learning algorithms in shilling detection, as well as the limitations of unsupervised techniques. Deep
learning-based Shilling Attack Detection showcases its effectiveness and accuracy in identifying various
types of attacks.

INDEX TERMS Shilling attack, profile injection, collaborative recommender system, machine learning.

I. INTRODUCTION
These days whether you see or observe a video on YouTube,
a motion movie on Netflix or an item on Amazon, you are
reaching suggestions for more other things to see, like or pur-
chase. You would like to thank the advent of artificial intel-
ligence, machine learning, and recommender frameworks
for this errand. Recommender frameworks give personalized
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data by learning the user profiles and their activities. Simi-
lar machine learning algorithms, a recommender framework
makes a forecast based on user activity [1], which was created
to predict user preference for a collection of items based
on previous experience. The information is filtered through
collaborative filtering, which utilizes user interactions and
data from other users. It is assumed that people who agree
in their assessment of specific objects will probably happen
again in the future. Collaborative recommender systems use
similarity index-based method. In the neighborhood-based
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approach, many users are selected depending on how close
they are to the active user. Calculating the weighted average
of the ratings of the selected users yields an inference for the
active user. Collaborative filtering systems focus on the rela-
tionship between users U and items I (U × I). The similarity
of items is established by the similarity of their ratings by
users who have rated both items. Recommender systems (RS)
are one of the most important components in providing deci-
sionmaking predictions, recommender systems have efficient
methods and procedures for dealing with massive amounts
of data [2]. Individuals can utilize recommendation systems
to make decisions and can find the most relevant ideas from
many options. Users of recommender systems can provide
ratings for items and products. The rating operation must
be protected from manipulation by recommender systems.
Collaborative recommenders are among the most active and
effective recommendation systems currently available, pro-
viding excellent suggestions and recommendations [3]. The
techniques and classification of recommender systems are
classified as content based, collaborative and hybrid filtering
as shown in figure 1.

FIGURE 1. Approaches to recommender systems: An overview [1].

The similarity and relationship between user preferences
are used in collaborative filtering (CF). Consequently, user
correlations are the most important aspect in the suggestion
process [3]. Even though employing user associations allows
for the creation of acceptable neighborhoods, it creates a
vulnerability in collaborative filtering algorithms. Attackers
attempting to manipulate the results of a recommender sys-
tem by injecting and pushing fake profiles into the target sys-
tem. The injected profiles are well formatted to have similar
genuine and brilliant active profiles. ‘‘Shilling attacks’’ refer
to the work of creating bogus profiles and injecting them into
the system. Recent research has found that collaborative fil-
tering approaches are vulnerable to these types of attacks [4].
The process of designing the fake profiles and injecting them
into the system is called ‘‘shilling attacks’’ and the recent
studies mention that collaborative recommender applications
are weak and vulnerable to these kinds of attacks. Detecting
shilling attacks is typically viewed as a binary classification
problem, in which the classification results for each profile
might be an active genius user or an abnormal(fake) user

‘‘attacker’’ [2]. The detection feature techniques introduced
use machine learning to detect and classify the attackers
from genius active profiles. In this study, we conducted an
experimental survey for popular detection methods that pick-
up well-known detectors for shilling attacks on collaborative
recommender systems. This study aims to provide a com-
prehensive survey of different attack models and detection
methods for shilling attacks on recommender systems to
build road maps to assess of the current state of research on
recommender system attacks and detection techniques.

II. BACKGROUND
The attack is carried out in a recommender system by adding
shilling profiles to cause bias on target items [5], the purpose
of which attacks is to artificially change the rating of indi-
vidual items by users to increase their sales. When creating
malicious users, almost all the attackmodels employ the same
attack profile.

A. ATTACK PROFILE
The shilling attack profile structure contains four sets of
items: Is, IF , It and IØ as shown in figure 2 [6].

FIGURE 2. The shilling attack profile structure in its most basic version [1].

B. ATTACKS MODELS
Attacks classified into twon main types push and Nuke
attacks. This classification is based on the attack purpose,
Nuke Attack to demotion of an item, minimum rating given
to the target item. Push Attacks to promote a specific item
where the maximum ratings are given to the target item [7].
To carry out the requisite shilling attack, the attacker must
first gather and obtain knowledge of the target recommender
system, after which the attacker can begin the attack. Not
only the standard deviation and mean rating for each product
or service, but also the ratings and user distribution in the
user-item matrix be included in this information. Collecting
knowledge and information about the target domain is an
important task that must be completed to select appropriate
items and ratings for use in creating attack profiles. The
famous fake profiles ‘‘random, bandwagon, average, seg-
ment, reverse bandwagon, and ‘‘love/hate’’ are discussed [2].
The following two points clarify the main type of attacks and
classified them to standard and obfuscated attacks.

C. STANDARD ATTACKS
These attack models do not try to go unnoticed in a recom-
mender system to avoid detection.Many detection techniques
are more likely to identify shilling attack characteristics
incorporated with these attacks.
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1) RANDOM ATTACK
The basic and simplest attack is a random attack, which is
less effective for all. It creates and builds profiles in which all
items rated randomly, except for the target item.

2) AVERAGE ATTACK MODEL
The profiles created by the average attack share the ten-
dencies of the systems users. This is possible by drawing
harmful profiles ratings from the rating statistical distribution
of that correlates with every item. These attack types force the
attacker to collect slight knowledge and detailed information
about the item dataset on which the recommender system
creates the suggestion and recommendations.

3) BANDWAGON ATTACK MODEL [8]
The attacker determines the item’s popularity independently
from the system dataset, which is often known as a ‘‘popular
attack.’’ The attacker restricts the known items, then builds a
relationship between the attacked things and a subset of them.
This approach delivers many of the advantages of the average
attack without detailed knowledge and information about the
recommender dataset.

4) THE REVERSE BANDWAGON ATTACK
is the exact opposite of a bandwagon attack which nukes the
target product by assigning low ratings to items with a many
bad reviews and the lowest rating to the target item. Like
the bandwagon assault, it is likewise a low-knowledge attack.
The reverse bandwagon assault is marginally more efficient
than the bandwagon approach.

5) SEGMENTED ATTACK [8]
This requires less knowledge about the recommender system.
The basic concept behind this attack is to popularize the
target items among a group of targeted users. For example,
the author of a romantic novel wants his novel to be recom-
mended to the readers who are lovers of ‘‘The Notebook’’
(another romantic novel), not to those ones who like comics.
In the segmented attack in which the attacker concentrates
on a set of items with similar content that have high visi-
bility. Almost all the attack approaches are successful with
user-based collaborative filtering algorithms, but they are not
as effective as item-based algorithms. The reverse bandwagon
attack is a lone exception, as it is exclusively meant to nuke
rather than propel objects. Item-based collaborative filtering
algorithms are oftenmore difficult to assault upon. One expla-
nation for this is that an item-based algorithm uses the target
user’s ratings to launch attacks. An intended user is always
a genuine individual. Evidently, false profile injection cannot
be used to influence a real user stated ratings.

6) PROBE ATTACK [8]
This is not a general-purpose attack that can be used on
any system. Some recommender systems project a predicted
rating score for each item. This information is used by the

attacker to rank the products, allowing them to be compared
with other users. Some initial data receive legitimate ratings
from the attacker using the recommender system, and then
the attacker generates a list of rated objects based on the items
suggested by the recommender. This method keeps the attack
profiles near its neighbors. It also allows the attacker to give
a better understanding of the system.

7) LOVE/HATE ATTACK [9]
The Love/Hate Attack is a powerful nuclear attack. The
attacker randomly selects filler objects and assigns the highest
ratings to themwhile assigning the lowest ratings to the target
item. Despite its simplicity, this strategy has a remarkable
level of efficacy. It was built primarily for nuclear strikes;
however, by changing the ratings, it may also be utilized for
a push attack. A Nuclear attack is more effective than a push
attack.

D. OBFUSCATED ATTACKS
Attackers strive to conceal their attack signature in order to
avoid detection using detection algorithms [10]. To create
obfuscation, several models have made minor adjustments to
typical attack tactics.

1) NOISE INJECTION [10]
For a subset of injected profiles, each rating is given a
constant-multiplied Gaussian distributed random number a
part of the Noise Injection. The degree of obfuscation was
determined by the multiplying constant. It efficiently con-
ceals its signature using all of the conventional attack meth-
ods. Because noise injection affects the rating method, there
is a small but noticeable decline in the attack efficiency.

2) USER SHIFTING [10]
is an obfuscation technique inwhich a section of each inserted
profiles rated item is changed. To diminish the similarity
across attack profiles, the ratings of this collection of ele-
ments were boosted or lowered. Distinct subsets of rated
items have their ratings adjusted for the different groups of
injected profiles.

3) TARGET SHIFTING [10]
This push attacks, target shifting lowers the target item rating
to one level below the greatest attainable. The target rating
was adjusted to be higher than the lowest feasible rating in
nuclear attacks. This tactic is particularly effective at avoid-
ing detection algorithms that punish consumers who give
excessive ratings. If the target item is already popular, target
shifting obfuscation makes it more difficult to promote. Other
obfuscation strategies should also be used in such instances.

4) AVERAGE OVER POPULAR ITEMS AoP [10]
The AoP attack is ‘‘an obfuscated version of the average
attack, which chooses the filler items with equal probability
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from the top x% of the most popular items rather than the
entire set of items.

5) MIXED ATTACK [10]
Random, average, bandwagon, and segmented attacks are all
used in equal numbers in a mixed attack. To be successful,
the detection mechanism must be capable of detecting all
the conventional attacks. Several attack strategies have been
employed to push and nuke the same target object. This helps
in avoiding numerous detection methods.

6) THE POWER ITEM ATTACK [10]
uses power items that are chosen in one of three ways. The
collection of objects that can affect the broadest group of
items is known as a power item. These factors can change the
suggestions for other users. The power items in PIA-AS are
the top-N items with the highest aggregate similarity. Only
when many consumers rated the same two goods would they
be comparable. The criterion for selecting power items in
PIA-ID is In-Degree centrality for choosing the power items.
The top N of each item is chosen after the similarity of each
pair of things is computed using weighted significance. The
power items are chosen by PIA-NR based on the number of
users.

7) POWER USER ATTACK [10]
Like PIA, the power user attack selects a group of users with
the most influence on the largest group of users. The power
users in the PUA-AS are the top X users with the highest
Aggregate Similarity. The power users in PUA-ID are those
who participate in most neighborhoods, as determined by the
in-degree centrality notion. Users with the highest ratings on
their profiles are known as power users in the PUA-NR.

8) SAShA [10]
is an attack method that improves the performance of tradi-
tional CF attack models by extracting semantic information
from a knowledge network. A knowledge graph is a logi-
cally organized collection of factual, category, and ontolog-
ical data. The semantic similarity between the target items’
knowledge network-generated characteristics and all other
things in the system was computed in this assault. This data
was then used to create the most efficient set of filler items.

III. DETECTION ALGORITHMS
The task of gathering user behaviors and preferences may
expose a flaw in which ‘‘malicious’’ users try to introduce
bogus profiles into the system to control and modify the
system’s outcomes. Because of harmful profiles, the col-
laborative recommender technique provides shilling attacks
with weak and vulnerable predictions and suggestions. Con-
sequently, the detection of shilling profiles is essential for
improving the reliability of the recommender system. The
detection approach uses attack detection structured as a
classification problem to identify and classify this profile
and reduce its effects on a collaborative recommender [7].

The most common methods for detecting shilling attacks in
collaborative recommender systems are classified into super-
vised, semi-supervised, statistical(unsupervised) learning,
deep learning, and hybrid-based deep Learning Algorithms.

A. SUPERVISED LEARNING ALGORITHMS
To identify attacks, supervised attack detection techniques
employ classification models. Multidimensional feature vec-
tors are used to describe the individuals or groups of user
profiles. In many circumstances, the same qualities as those
used in the unsupervised scenario are used to generate these
multidimensional feature vectors. For example, a characteris-
tic of a user profile might be the number of profiles to which
the user profile is identical. Multiple attributes pertaining to
distinct aspects of different types of attacks can be retrieved.
Subsequently, a binary classifier may be trained using known
attack profiles labeled as +1 and the remaining profiles
as −1. A trained classifier is employed to determine whether
a profile is legitimate. The number of labelled ground truths
available in recommender system datasets is limited.

Zhou et al. [11] introduced a TS-TIA method for detect-
ing suspicious ratings using multidimensional time series.
They reorganized all ratings for each item by time series,
examined each time series, and looked for suspicious rat-
ing segments. In these anomaly rating segments, statistical
metrics and target item analysis techniques were used to
detect shilling attacks. Their Experiments showed that their
proposed method is effective and takes less time to detect
items under attack in larger datasets and revealed that the
proposed method achieves lower precision in large datasets
while using less computing power.

Chirita et al. [12] presented numerous criteria for exam-
ining malevolent user rating habits and evaluating their
ability to detect shilling attacks. Based on these findings,
they developed an approach to defend recommender sys-
tems from shilling attacks. The algorithm can be used
to track user ratings and remove shilling attacker profiles
from the recommendation-making process, ensuring that the
suggestions remain of good quality.

Burke et al. [13] established and demonstrated the efficacy
of a variety of models for such attacks. This paper explains
how to detect and respond to profile injection attacks using
a classification method. The efficacy of the most power-
ful assault models previously investigated was dramatically
reduced by using this strategy.

Shilling attacks are characterized in the literature accord-
ing to their intent and the amount of expertise required to
attack a system. Burke et al [14] are categorized as push
and nuke attacks based on their intent, and low and high
knowledge attacks based on the necessary knowledge. How-
ever, attacks may be categorized based on rating categories,
applications, and CF algorithms, in addition to intent and
knowledge.

Williams et al. [15] proposed a classification method to
detect and respond to profile injection attacks. A variety
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of attributes distinguishing traits found in attack profiles
in general are identified, as well as an attribute-generating
technique for detecting profiles based on reverse-engineered
attack models. The combined advantages of these features
and the influence of classifier selection on strengthening
the resilience of the recommender system are then demon-
strated using three well-known classification methods. Their
research showed that when paired with a support vec-
tor machine classifier, this strategy considerably minimizes
the impact of the most powerful attack models previously
investigated.

Zhang et al. [16] described a meta-learning-based detec-
tion technique that employs a meta-classifier to combine
the outputs of base classifiers and create detection results.
The differences between the base classifiers efficiently low-
ered the correlation of misclassifications and increased the
meta-predictive level potential. On different-scale Movie
Lens datasets, we undertake comparison trials with a single
SVM and the voting-based ensemble technique. The experi-
mental findings suggest that the proposed method may suc-
cessfully increase accuracy while maintaining a high recall.

Zhou et al [17] proposed a method to detect shilling attacks
based on SVM and target item analysis method, their pro-
posed technique contains two phases, the first phase is the
Borderline-SMOTE approach is utilized to solve the class
imbalance problem in classification; this phase yields a crude
detection result; the second phase is a fine-tuning phase in
which the target items in the prospective attack profiles set
are assessed. To demonstrate the usefulness of the suggested
methodology, they tested it on the Movie Lens 100 K Dataset
and compared its performance to that of previous shilling
detection approaches.

To increase the detection performance, Yang et al. [18]
extracted well-designed characteristics from user profiles
based on the statistical qualities of various assault models,
making difficult detection circumstances more manageable.
Then, based on the recovered features, they used a form of
AdaBoost called the re-scale AdaBoost (RAdaBoost) as their
detection technique, referring to the basic notion of re-scale
boosting (RBoosting) and AdaBoost. Finally, a series of tests
were carried out using the MovieLens-100K dataset to show
that RAdaBoost outperforms competing approaches, such as
SVM, kNN, and AdaBoost.

The multiattention-based group recommendation model
(MAGRM) proposed by Huang et al [19], the MAGRM,
a multiattention-based model, With the help of two closely
related modules and training, they produce accurate group
recommendations. They trained multi-attention neural net-
works to recognize the distinctive social characteristics of
each group. The second module is then suggested to learn
to predict the ratings of groups on items based on the first
module. The preference interactions between groups and
their members were captured by an attentive neural net-
work. Experimental analyses on two real-world databases
revealed that MAGRM performed noticeably better than its
competitors.

Using supervised learning techniques, Zayed et al. [20]
developed an improved technique for detecting shilling
attacks in collaborative recommendation systems. The pro-
posed method results show that when they used the ensemble
learning algorithm, the proposed method achieved better
accuracy in terms of F1-Measure, Recall, Precision, Macro
Avg, Weighted Avg.

B. UNSUPERVISED LEARNING ALGORITHMS
In this situation, ad hoc criteria are utilized to detect fake pro-
files in unsupervised attack detection algorithms. If a profile
(or a major piece) is identical to many other profiles, it is
likely that all of them were inserted to create an attack. The
primary concept of this class of algorithms is to determine the
key properties of attack profiles that differ from legitimate
profiles. Unsupervised techniques for detecting fraudulent
profiles may be designed using such traits to improve per-
formance, and supervised algorithms require a large amount
of labelled data. To train classifiers, most classification-based
approaches require a balanced number of attacks and normal
profiles. Nearest neighbor classifiers, decision tree meth-
ods, rule-based classifiers, Bayes classifiers, Neural Network
classifiers, and SVM-based classifiers are some of the tech-
niques used in the early detection algorithms. In the second
approach, unsupervised detection algorithms are trained on
unlabeled data to solve this problem. Compared to supervised
techniques, these methods require significantly less compu-
tational work, and the key advantage is that these strategies
make online learning easier and improve detection accuracy.
The use of unsupervised techniques to detect attack profiles
has sparked considerable research attention. Clustering, asso-
ciation rule procedures, and statistical approaches are some of
the strategies used.

Bryan et al. [21] and Mehta et al [22] provide a simple
unsupervised method for spam detection that takes advantage
of the statistical aspects of successful spam profiles to deliver
a highly accurate and rapid solution.

Bhaumik et al. [23] generated detection features modelled
on fundamental descriptive statistics and showed that unsu-
pervised clustering can be employed successfully for attack
detection. They conducted comprehensive experiments and
considered their results in several ways. Regardless of the
assault technique, their experimental results demonstrated
that an attribute-based unsupervised clustering algorithm can
detect spam users with high accuracy and misclassify legiti-
mate users less frequently.

Chung et al. [24] recommended Beta-Protection to solve
this problem proposed. When testing with data gathered from
Movie Lens public websites, it bases its theoretical founda-
tion on beta distribution for quick computation and has a
reliable performance.

Blige et al [25] proposed a strategy that is particularly
effective in detecting specific assault characteristics such as
bandwagon, segment, and average attack, according to their
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empirical findings, they conduct tests on a benchmark data
set to assess the success of attack detection.

Yang et al. [26] described a two-stage unsupervised detec-
tion approach to defend against such attacks. Adaptive struc-
ture learning, which uses adaptive local and global structure
learning, selects more effective characteristics based on the
current features of the user and object. Suspected users were
identified in the first step using a density-based clustering
algorithm based on the given characteristics. The selected
item features are then used to locate suspect objects to track
down the attackers based on the first-stage findings. Finally,
the perpetrators were identified. Extensive studies on the
MovieLens-100K dataset show that the proposed method is
more successful than competing methods. It is worth noting
that fascinating discoveries such as unusual ratings can be
made.

Yaojun et al. [10] proposed a multi-view ensemble method
to detect shilling attacks in collaborative recommender sys-
tems. they introduced a repartition strategy to increase
the diversity of views and reduce the influence of feature
order, the experimental results on the Netflix and Amazon
review datasets showed that the proposed method outper-
forms benchmark methods in detecting various synthetic and
real-world attacks.

Panagiotakis et al. [27] developed a new method to detect
malicious ratings that are created in a hurry and injected into
recommender systems and a new attribute (RIS) to capture the
randomness in item selection of abnormal profiles. they also
proposed three different systems to detect abnormal profiles.
Their experimental results on the MovieLens and the Small
Netflix datasets demonstrate the high performance of the
proposed methods as well as the discrimination accuracy of
the proposed features.

C. SEMI-SUPERVISED LEARNING ALGORITHMS
Semi-supervised learning is a machine-learning technique
that involves training using a small quantity of labelled data
and a large amount of unlabeled data. Unsupervised learning
(with no labelled training data) and supervised learning are
two types of learning (with labelled training data only). This
is a unique case of poor supervision [28] when unlabeled data
are combined with a modest bit of labelled data, the learning
accuracy can be significantly improved.

Wu et al. [29] extracted user attributes from multiple view
information, such as rating values, item temporal popular-
ity, and rating timestamps, to describe the shilling profiles,
refined the feature set partition approach to link it with
the kNN base classifiers and built the Multiview ensemble
method to identify distinct shilling profiles based on the sug-
gested features. The experimental findings on the Netflix and
Am-azon review datasets show that the suggested features
are more effective, and the pro-posed detection approach
performs better than the baseline methods.

Zhang et al. [16] proposed a hybrid shilling attack detector.
HySAD usesMC-Relief to choose effective detection metrics

and Semi-supervised Naive Bayes (SNB lambda) to dis-
tinguish Random-Filler and Average-Filler model attackers
from regular users. Extensive tests on the Movie Lens and
Netflix datasets show that HySAD is successful in detecting
hybrid shilling attacks and is resilient to different obfuscation
methods. A real-world case study on Amazon.cn product
evaluations is also included, demonstrating that HySAD
may successfully increase the accuracy of a collaborative
filtering-based recommender system, while also providing
intriguing prospects for in-depth investigation of attacker
activities. Thus, the usefulness of HySAD for real-world
applications is justified.

D. DEEP LEARNING ALGORITHMS
Deep learning, also known as deep structured learning, is a
machine-learning approach that uses artificial neural net-
works to learn representations. These three options are unsu-
pervised, semi-supervised, and supervised learning. Deep
learning In fields like computer vision, speech recognition,
natural language processing, ma-chine translation, bioinfor-
matics, drug design, medical image analysis, climate sci-
ence, material inspection, and board game programmers,
architectures like deep neural networks, deep belief net-
works, deep reinforcement learning, recurrent neural net-
works, and convolutional neural networks have been used
[30], [31]. These architectures have produced results that
are comparable to, and in some cases superior to, tradi-
tional methods. Chao et al. [30] proposed a study that showed
how to apply CNN-SAD, a unique convolutional neural
network-based approach that uses a modified network topol-
ogy to leverage deep-level characteristics from user rating
profiles. CNN-SAD can identify shilling attacks more effec-
tively because the attained deep-level features elaborate user
ratings more precisely than artificially produced features.
According to the findings of the experiments, the proposed
technique accurately detects most obfuscated attacks and out-
performs existing state-of-the-art algorithms, which benefits
SAN applications and security.

Zhang et al. [32] employed the singular-value decomposi-
tion (SVD) approach proposed by Hurley et al. [33].
Mehta et al. [34] constructed both supervised and unsu-

pervised detectors using the Neyman-Pearson theory.
Unsupervised shilling attack detection using principal com-
ponent analysis (PCA) proposed in [35]. Profile injection
attacks have also been detected using statistical tech-
niques [36]. The other method is a semi-supervised detection
approach, in which researchers such as Blige et al. [25]
used both unlabeled and labelled user profiles. Using both
types of data, a new semi-supervised algorithm called
semi-SAD shilling-assault detection was proposed. Hyatt
used MC-Relief to identify effective detection metrics and
semi-supervised Naive Bayes to precisely distinguish random
filler model attackers from average-filler model attackers by
Nasir et al. [37]. Sundar et al. [9] conducted a complete study
of various assault types, detection attributes, and detection
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techniques, and categorized the inherent characteristics of
the inserted profiles employed by the detection algorithms,
which had not previously been investigated. They also touch
on recent developments in the construction of resilient algo-
rithms that mitigate the effects of shilling attacks, multicrite-
ria system attacks, and intrinsic feedback-based collaborative
filtering methods.

Deep-learning networks of many forms, such as GANs
and DRLs, have demonstrated great agreement in terms of
their success and extensive use with diverse types of data.
On the other hand, deep learning algorithms do not model
uncertainty in the same manner as Bayesian or probabilistic
techniques. Hybrid learning models combine two types of
learning to maximize the benefits of each. Bayesian deep
learning, Bayesian GANs, and Bayesian conditional GANs
are examples of hybrid models [38].

To identify shilling attacks in recommender systems,
Vivekanandan et al. [38] proposed a hybrid convolutional
neural network (CNN) and long short-termmemory (LSTM)-
based deep learning model (CNN–LSTM). An altered net-
work architecture is used in this deep learning model to
leverage the deep-level properties acquired from user-rated
profiles. It addresses the shortcomings of existing shilling
attack detection approaches that primarily focus on identi-
fying spam users by artificially inventing characteristics to
improve their efficiency and robustness. It is also effective
in elucidating deep-level traits for detecting shilling attacks
by precisely elaborating user ratings. In comparison to the
state-of-the-art algorithms employed for the investigation,
the proposed CNN–LSTM technique accurately detected the
most obfuscated attacks in the experiments.

To detect shilling attacks efficiently, Ebrahimian et al. [39]
presented a hybrid model of two separate neural net-
works: convolutional and recurrent neural networks. For the
qualities generated from the user-rated profiles, the sug-
gested deep learning model employs an altered network
architecture. Compared with the state-of-the-art deep learn-
ing algorithms used for research, the hybrid model pro-
duced better predictions on the Movie-Lens 100 K and
Netflix datasets by accurately detecting most of the frequent
threats.

Aktukmak et al. [40] proposed using user attributes to
detect attacks quickly and accurately in recommender sys-
tems. To detect sequential attacks on recommender systems,
the proposed technique uses user attributes in a probabilistic
model by using the EM technique to optimize the model
parameters. The researchers were able to embed mixed-data
type user traits as well as ratings into a low-dimensional
latent space. To discover persistent outliers, new users are
projected into the latent space learned during training using
actual user attributes and ratings, and an anomaly is generated
in a sequential framework.

To demonstrate the effectiveness of the algorithms, they
created a sequential attack scenario on a genuine dataset in
which malicious profiles were linked to realistic but ran-
dom features. Initial tests on the well-known benchmark

movie lens dataset show that the proposed approach surpasses
the baseline algorithms in terms of detection accuracy and
speed, which will be proven in the future with more sophis-
ticated attack models. Zhang et al. [41] introduced GERAI,
a GCN-based recommender system that protects consumers
from attribute-inference attacks while maintaining usability.
GERAI masks user features, including sensitive data, before
incorporating differential privacy into the GCN, which effec-
tively bridges user preferences and features for generating
secure recommendations, preventing a malicious attacker
from estimating and deducing their private attributes from
the user interaction history and recommendations. The results
show that GERAI is capable of outperforming humans in both
recommendation and attribute-protection tasks.

IV. EVALUATION METRICS
To measure and evaluate any proposed model, some evalu-
ation methods are employed, such as the false positive rate,
Detection Rate, precision, and recall. ‘‘Attacks’’ is the num-
ber of attacks while ‘‘Detection’’ is the number of detected
profiles [42].

Detection Rate =
#Detection
#Attacks

(1)

The number of bogus genuine profiles is known as ‘‘False
Positives,’’ whereas the number of true genius profiles is
known as ‘‘Actual Profiles.’’

False Positive Rate =
#False Positives
#Genuine Profiles

(2)

Many of the proposed methods use precision, recall, and
F-measure [43]:

Precision =
True positive

True positive+ False positive
(3)

Recall =
True positive

True positive+ False Negative
(4)

F1 − Measure =
2.Precision.Recall
Precision+ Recall

(5)

TP denotes the number of shilling profiles correctly classi-
fied; FN denotes the number of shilling profiles misclassified
as genuine profiles, and FP denotes the number of genuine
profiles misclassified as shilling profiles. Because precision
and recall are two equally important but mutually contradic-
tory metrics, the F1-measure metric was used to evaluate the
overall performance of the detection method. The larger the
F1-measure, the better the overall performance.

V. DISCUSSIONS AND EXPERIMENTS
We run comprehensive experiments on various benchmark
datasets and detection algorithms, we make the experiments
using different types of detecting algorithms. The Supervised
Methods include the Degree-SAD detection algorithm [44],
Co-Detector, and Bayes Detector [45]. The second method-
ology is Semi-Supervised Methods called Semi-SAD [46],
the third one is Co-Detector [47], the approaches are Unsu-
pervised Methods, namely PCA-Select-Users [43], and the

79364 VOLUME 11, 2023



R. A. Zayed et al.: Experimental and Theoretical Study for the Popular Shilling Attacks Detection Methods

final one is FPA [48]. Our experiments were carried out
on two datasets: The Amazon dataset and the Movie Lens
dataset. We injected malicious users into the datasets to sim-
ulate shilling attacks. Table 1 shows the dataset statistical
information.

TABLE 1. Statistical information of data sets.

All ratings followed a five-star scale, with one represent-
ing the lowest rating (disliked) and five representing the
highest rating (liked). However, in each movie dataset, the
ratings were integers ranging from one to six, with one
indicating the lowest rating (disliked) and six indicating the
highest (loved). Additionally, we generated five types of
push–attacker profiles for injection into the datasets. Table 2
shows the method used to generate shilling attack profiles.
For feature extraction, we define the popularity profile and
popularity distribution of a user, which are the outputs of
the data-preprocessing phase. For detection purposes, it is
not necessary to operate on all possible values of popularity
distribution [49]. Instead, it is appropriate to consider only a
small number of probabilities accumulated over certain inter-
vals. Therefore, we set the range of the popularity distribution
into several intervals to obtain the accumulated probability
as a feature. The mean popularity of a user (MPU) refers to
the mean value of the popularity profile or the mean value
of the rated item popularity in a user profile. Figures 3 and 4
show the performances of the detectors. The filler item was
set at 10%, attack size was set to 10%, which means the ratio
of the injected spammer to active genuine profiles, the target
count was set at 20, the target item score was set at 5, and
the item had an average score lower than the threshold. Items
that have a rating count larger than the minimum count may
be chosen as one of the target items for each method in each
round of the experiment. The remaining 80% of the data were
used for the training phase, and 20% labeled data and 60%
unlabeled data were used for training. For PCA-Select-Users,
we do not need a training set, but report the results on the
common test set. We used the classification report1 visualizer
to display the precision, recall, F1, and support scores of the
model.

A. OUR EXPERIMENTAL RESULTS
The following tables from table 3, table 4 and table 5 show
the supervised approaches experimental.

Where Support is the number of actual occurrences of the
class in the specified dataset.

1https://www.scikit-yb.org/en/latest/api/classifier/classification_report.
html

TABLE 2. Generation methods for five-shilling attack models.

TABLE 3. Degree-SAD evaluation summary with filler size 10%.

TABLE 4. Co-Detector evaluation summary with filler size 10%.

TABLE 5. Bayes-Detector evaluation summary with filler size 10%.

The experimental result summary of the sim-supervised
methods as the following is shown in table 5, table 7 and
table 8.

Figures 3 and 4 present a summary of the evaluation matrix
of the experimental results.

We compared the effectiveness of supervised, semi-
supervised, and unsupervised learning approaches as well as
some of the existing techniques for detecting shilling attacks.
We performed this using a hybrid deep-learning approach as
shown in table 9.
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TABLE 6. FAP evaluation summary with filler size 10%.

TABLE 7. Semi-SAD evaluation summary table with filler size 10%.

TABLE 8. PCA-Select-Users method evaluation summary table with filler
size 10%.

FIGURE 3. The evaluation matrix comparison based the Precision, Recall
and F1-Score.

Ebrahimian et al. [48] used the Movie-Lens dataset with
the same statistical information as ourMovie Lens dataset and
compared their 10% attack size results with our experimental
results. Figure 5 summarizes the comparison of the detection
accuracy between our experiments and some deep learning
approaches.

Deep Learning can analyze vast amounts of data and is
particularly effective when dealing with massive amounts of
data. The relevance of Deep Learning is growing increasingly
relevant and common in companies using the CNN-GRU
model, achieving an accuracy that exceeds 0.997. Moreover,

FIGURE 4. The evaluation matrix comparison-based execution run time in
second.

TABLE 9. The average summary report for the different techniques.

FIGURE 5. Summary of the detection accuracy.

Bayes Detector, SemiSAD, and PCDSelectUsers achieved an
of 0.93.

Figure 5 shows the highest accuracy achieved by each
model with its corresponding parameters. The CNN-LSTM
and CNN-GRU models outperformed single CNN, LSTM,
and GRU models.

Our experimental results and survey suggest that deep
learning technologies are viable options for more accu-
rate attack detection. Specifically, deep learning tech-
niques followed by supervised learning methods achieve the
highest accuracy, but they require more training time. Semi-
supervised learning algorithms provide less accuracy, but
they are faster to train. Unsupervised learning approaches
provides the lowest accuracy.

B. THE THEORETICAL COMPARING WITH OUR
EXPERIMENTAL
We compared our experimental results with the original
proposed results. Table 10 shows the accuracy of our
experimental and other results.
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TABLE 10. Comparison of theoretical results accuracy and experimental
accuracy for the different techniques.

Based on the comparison between our experimental results
and the results proposed by the original authors, using the
same dataset, features, filler size, and attack size, we observed
that our accuracy closely aligns with the authors’ results, with
one exception. Specifically, the PCASelectUsers, FAP and
Degree SAD metric yielded smaller results than the origi-
nal findings. This disparity can be attributed to the authors’
utilization of different feature-extraction techniques.

VI. CONCLUSION
In this study, we applied our model to two different datasets:
Amazon data and movie lens. The Amazon dataset consists
of 3921 users, 14711 items, and 10368 records, whereas
the Movie Lens dataset has 1337 users, 2068 records, and
37042 ratings. Our aim is to detect shilling attacks in
recommender systems using various detection techniques.

First, we discuss different types of shilling attacks and
provide a brief description of each. We then analyzed how
some obfuscated attack models were derived from standard
attacks. We also examined and categorized the characteristic
traits used in the detection process. In addition, we explored
different detection and robust algorithms available for shilling
attack detection.

To evaluate the performance of the attack detectionmodels,
we used metrics such as accuracy, F1-measure, recall, preci-
sion, macro-average, weighted average, and execution times.
We conducted experiments on two benchmark rating datasets
and compared their results. Specifically, we focused on com-
monly utilized shilling detection strategies and compared our
findings with the theoretical proposals of the original authors.

The experimental results showed that the hybrid deep
learning algorithms achieved the best performance, fol-
lowed by supervised and semi-supervised learning algo-
rithms. However, the unsupervised method performs poorly.

We also observed that hyper deep learning-based Shilling
Attack Detection demonstrated accuracy and quality in iden-
tifying various mixed attacks, even with a smaller number of
datasets for evaluation. For future improvements, employing
larger datasets with varying levels of sparsity would enhance
the effectiveness of these models. In addition, a comparison
between hybrid deep learning algorithms and hybrid super-
vised learning algorithms can be conducted. Moreover,
we obtained promising results in terms of detection rate,
accuracy, precision, recall, and F-measure by conducting

experiments on Movie Lens datasets of various sizes and
sparsity.

Moving forward, our research focuses on exploring attack
possibilities and detection methods for multi-criteria collab-
orative filtering. We aimed to investigate detection strate-
gies that can effectively detect shilling attacks in scenarios
involving multiple criteria.
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