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Abstract—Many wireless sensor network applications require $K$-coverage of the monitored area. In this paper, we propose a scalable harmony search based algorithm in terms of execution time, $K$-Coverage Enhancement Algorithm (KCEA), it attempts to enhance initial coverage, and achieve the required $K$-coverage degree for a specific application efficiently. Simulation results show that the proposed algorithm achieves coverage improvement of $5.34\%$ compared to K-Coverage Rate Deployment (K-CRD), which achieves $1.31\%$ when deploying one additional sensor. Moreover, the proposed algorithm is more time efficient.
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I. INTRODUCTION

WIRELESS sensor network, (WSN), has been deployed widely in various applications, such as structural [1], [2], environmental [3]–[5], habitat monitoring [6]–[9], military surveillance [10], and intrusion detection [11]. A WSN typically consists of a large number of sensor nodes, and one or more sink nodes. Those nodes are usually deployed to monitor certain event or phenomenon [12]. One of the main challenges in WSN, and a key to the successful operation of several applications is coverage [8].

WSN applications differ greatly in their coverage requirements. Some applications do not need coverage, such as monitoring human physiology data, while others require each point to be covered by only one sensor, such as habitat monitoring. Whereas, other applications require more than one sensor to monitor each point, such as surveillance, and intrusion detection applications.

There are generally two methods for deploying sensor nodes: 1) deterministic deployment, where node locations are calculated prior to deployment. 2) random deployment, where it is more practical in some environments, such as in [13], [14]. Using random deployment [15]–[18] may not achieve the required coverage; therefore, algorithms are needed after initial random deployment to ensure that the required coverage degree is achieved.

Dynamic deployment [18]–[21] is one solution to enhance initial random coverage. It ensures full coverage by redistributing nodes after initial random deployment.

In this paper, we consider the case where there are additional sensor nodes available after initial random deployment, and rather than redistributing the deployed nodes, we calculate optimal positions for placing more nodes, so that the coverage degree required by the application is achieved. We propose use a harmony search based algorithm for achieving the required $K$-coverage, so the proposed algorithm is named $K$-Coverage Enhancement Algorithm (KCEA).

Simulation results show that KCEA outperforms K-Coverage Rate Deployment (K-CRD) [22], in terms of both the coverage improvement, and execution time. In deployments with initially 30 sensors, KCEA achieves $28.42\%$, while K-CRD achieves $19.8\%$ coverage improvement, when deploying 6 additional sensors. Moreover, KCEA produces these improvements in $14s$; whereas, K-CRD takes $75s$. In deployments with initially 60 sensors, KCEA achieves $13.81\%$ coverage improvement with $4.8s$ execution time, while K-CRD achieves $10.2\%$ coverage improvement with $45.8s$ execution time. Also, simulations show that the proposed solution is scalable (in terms of execution time); as the number of additional nodes increase, the required coverage degree $K$ increases, and the maximum tolerable evaluation error (MTEE) [22] decreases.

The remainder of the paper is organized as follows. Related work is presented in Section II. The proposed $K$-Coverage Enhancement Algorithm (KCEA) is presented in Section III. Simulation experiments are presented in Section IV. Finally, concluding remarks are presented in Section V.

II. RELATED WORK

A number of literature considered the coverage problem in WSN, which is concerned with whether every point in the deployment area is monitored by at least one of the sensor nodes [19], [23]–[25]. A generalization to this problem is $K$-coverage [21], [22], [26], [27], where every point in the deployment area should be within the sensing radii of $K$-distinct sensors. $K$ refers to the coverage degree (or level).

In [22], the authors consider two problems: 1) coverage determination and 2) coverage deployment. A K-Coverage Rate Evaluation (K-CRE) algorithm is proposed to determine the coverage degree of the monitored area. The algorithm uses non-uniform grids, and calculates coverage information of each grid. Grids with uncertain coverage information are further divided into sub-grids. The sub-gridding process is repeated until the ratio of uncertainly covered area relative to whole monitored area (Maximum Evaluation Error) is greater than the Maximum Tolerable Evaluation Error (MTEE) permitted for a target application. In our proposed algorithm, K-CRE is used for evaluating the coverage of the monitored area.

In addition, the authors present a K-Coverage Rate Deployment (K-CRD) algorithm, that can be used if the required $K$-coverage is not achieved, and there are additional...
sensor nodes available for deployment. The algorithm uses deployment regions of the grids to determine optimal positions for node placement. The deployment region is the area where if a sensor is deployed, it will fully cover the grid. In an attempt to reduce the computational cost, K-CRD1 algorithm is proposed, in which only \( \alpha \)-grids rather than all the grids are considered.

The work in [26] investigates the use of Ant Colony Optimization (ACO) to find the optimal positions for node deployments. The authors propose EasiDesign, an improved ACO algorithm that finds positions that minimize cost, achieves both connectivity, and \( K \)-coverage.

The work in [28] studies coverage in hybrid WSN. The authors assume that there are a number of static nodes deployed randomly, and determine the optimal locations for placing \( m \) mobile nodes using Artificial Bee Colony (ABC) algorithm.

III. THE PROPOSED ALGORITHM

A. Original Harmony Search (HS) Algorithm

Harmony search (HS) is an optimization algorithm, which is based on the experiences of Jazz musicians [29]. HS has three main phases: Parameter Initialization, Improvising, and updating. The algorithm starts with an initial random population (harmonic) stored in Harmony Memory (HM), for which an optimization function is calculated for each of its harmonic (solution vector). HS depends on three operations to explore the search space, and generate a new harmonic: harmony memory consideration, pitch adjusting, and randomization. Memory consideration carries the best solutions to the new population. Pitch adjustment adjusts a solution to a neighboring value, while randomization explores new solutions. HS generates only one new harmonic, which replaces the worst one in the older population.

Since its development, a number of variants has been proposed [30]–[33]. Local-best harmony search algorithm with dynamic subpopulations (DLHS) is one of the HS variants (Fig. 1), which attempts to enhance the parameter initialization phase, and solve continuous optimization problems [34]. It uses an adaptive parameter selection strategy, and divides the HM into a number of small-sized sub-HMs, where improvisation is performed independently on each sub-HM. The sub-HMs are regrouped frequently in order to retain population diversity, and to exchange information among the solutions. (The dotted parts in Fig. 1).

1. Problem and Parameter Initialization

During parameter initialization step, the following parameters are initialized:
- Harmony memory size (\( HMS \)), the population size.
- Number of decision variables (\( N \)).
- The number of iterations (\( NI \)).
- The harmony memory (\( HM \)) is populated randomly with solution vectors.

2. PSL initialization

The DLHS algorithm uses an adaptive learning mechanism to determine the best values for \( HMCR \), and \( PAR \) in order to achieve both good exploration, and exploitation. A parameter set list (PSL) is initialized randomly, containing random values of \( HMCR \), and \( PAR \), such that \( HMCR \in [0.9, 1] \), and \( PAR \in [0, 1] \) as in [34]. At the start of each iteration, the values of \( HMCR \), and \( PAR \) are selected from the PSL list. \( HMCR \), and \( PAR \) values, that generate a harmony better than all those stored in the sub-HM are added to a new list called a winning parameter set list (WPSL). Once all the \( HMCR \), and \( PAR \) values in the PSL are exhausted, it is refilled from the WPSL with probability 0.75, or randomly with probability 0.25 [34]. Similarly, the \( BW \) value changes dynamically such that, it decreases with the number of iterations.

3. Improvising

During the improvising phase, the \( HM \) is randomly divided into \( m \) subpopulations. The \( HMCR \), \( PAR \), and \( BW \) values are selected from the PSL list. Then, a new solution vector \( X \) is generated using one of three operations: random selection, memory consideration or pitch adjustment.

The new harmony vector \( X \) replaces the worst harmony vector in its sub-HM, if it has better objective function. The \( HMCR \), and \( PAR \) values are added to WPSL list. Every \( R \) iterations, the subpopulations are regrouped again to retain the population diversity, and to exchange information among the solutions. The process is repeated until the maximum number
of iterations ($NI$) is reached.

### B. K-Coverage Enhancement Algorithm (KCEA)

In some applications, $K$-coverage rather than 1-coverage is required. An area has a coverage degree (level) of $K$, or called $K$-covered, if every point in the area is within sensing radii of $K$-distinct sensors. Assuming a disk binary sensing model, a point $p = (x, y)$ is covered by a sensor $s$ if the distance between them is less than or equal to $r_s$, as in (1).

$$C_s(p) = \begin{cases} 
1 & \text{if} \ d(s, p) \leq r_s, \\
0 & \text{otherwise},
\end{cases} \quad (1)$$

where, $d(s, p)$ is the distance between a sensor node $s$ and a point $p$. $r_s$ is the sensing radius of the nodes.

If a point can be covered by more than one sensor, the total coverage of a point is $C(p) = \sum_{s=1}^{N} C_s(p)$ [35]; therefore, $K$-coverage can be achieved if:

$$C(p) = k \quad \forall p \in A \quad (2)$$

Using initial random deployment, neither 1-coverage nor $K$-coverage can be guaranteed. In these cases, if there are additional sensor nodes available after initial deployment, they can be used to achieve the required coverage degree. The main problem is how to determine the positions of these nodes efficiently, in order to achieve the required coverage degree, and to minimize the computational cost. We propose a $K$-Coverage Enhancement Algorithm (KCEA), which attempts to improve the required coverage degree in such cases. The algorithm uses the DLHS to find the optimal places for deploying additional nodes efficiently.

KCEA starts with dividing the deployment area into non-uniform grids using K-CRE algorithm [22]. Then, the coverage status for each grid is determined. Based on this information, a number of grids are identified as candidate grids. Candidate grids are those covered by less than $K$ sensor nodes. Those grids are then ordered according to their area, so that large grids have higher priority for sensor placement than smaller ones.

The idea of our algorithm (Algorithm 1) is to search heuristically using DLHS for the optimal position to place an additional sensor within each candidate grid, such that $K$-coverage is improved. Therefore, in KCEA algorithm, $HM$ contains harmonies equal to the number of candidate grids (3). Each harmony represents a possible placement for one, or more additional sensors depending on the required coverage degree $K$. Each decision variable represents $(x, y)$ coordinates of the sensor node. Although, the positions of the sensor nodes are chosen randomly, they must be within the boundaries of one of the candidate grids (4). At the end of each iteration, $K$-coverage is evaluated (5) and the new harmony is placed in the $HM$, if the achieved $K$-coverage is better than the worst one in the $HM$.

**Algorithm 1 $K$-Coverage Enhancement Algorithm (KCEA)**

1. Identify the candidate grids as in KCRD algorithm
2. Set $HMS$ equals to number of candidate grids
3. Set $N$ equals to number of additional sensors available
4. Initialize PSL
5. procedure IMPROVISE
6. while $n \leq N$ do
7. if $PSL \neq \phi$ then
8. Select a set of HMCR and PAR from PSL
9. else
10. Refill PSL
11. if $n \leq (NI/2)$ then
12. $BW(m) = BW_{max} - \frac{BW_{max} - BW_{min}}{N_{I}} \cdot 2n$
13. else
14. $BW(m) = BW_{min}$
15. while $i \leq N$ do
16. if $rand(1) \leq HMCR$ then
17. $\pi_i = x_{best, i} \wedge (1, 2, 3, ...)_{HMS}$
18. else
19. $\pi_i = rand() \pm BW(m)$
20. $\tau_i = \pi_{i, rand} \wedge BW(m)$
21. $\theta_i = \pi_{i, rand} \wedge BW(m)$
22. $\pi_i = g^t_i(j) + \pi_{i, rand} \wedge BW(m)$
23. $\tau_i = g^t_i(j) + \pi_{i, rand} \wedge BW(m)$
24. $F(\pi_i) > F(\tau_i)$ then
25. $X_{worst} = \pi_i$
26. $X_{worst} = \pi_i$
27. $X_{worst} = \pi_i$
28. $X_{worst} = \pi_i$
29. $X_{worst} = \pi_i$

30. Record the HMCR and PAR into WPSL

$$HM = \begin{pmatrix}
(x_1^1, y_1^1) & \cdots & (x_N^1, y_N^1) & | & F(X_1) \\
(x_1^2, y_1^2) & \cdots & (x_N^2, y_N^2) & | & F(X_2) \\
\vdots & \vdots & \vdots & | & \vdots \\
(x_{HMS}^1, y_{HMS}^1) & \cdots & (x_{HMS}^N, y_{HMS}^N) & | & F(X_{HMS})
\end{pmatrix} \quad (3)$$

$$x_i^t = g^t_i(j) + rand(0, 1). (g^t_i(j) - g^t_i(j))$$

$$y_i^t = g^t_i(j) + rand(0, 1). (g^t_i(j) - g^t_i(j)) \quad (4)$$

where,

$HMS$ equals the number of candidate grids.

$X$ represents additional sensor possible position within the candidate grid.

$N$ is the number of decision variables and equals the number of additional sensors available.

$F(X)$ is the objective function of decision variable $X$.
$g_j^T, g_j^L$ is the area of candidate grid $j$.

$$\text{Max} (F) = C_K$$

where,

$F$ is the objective function to be maximized.

$C_K$ is $K$-coverage of the the deployment area.

The algorithm parameters are listed in Table I. Since placing a sensor in one of the candidate grids (which have the largest grid weight $GW$) is an efficient way to improve coverage [22], in the proposed algorithm, $HMS$ is set equal to the number of candidate grids $N_{gj}$. In order to measure the performance of the algorithm, the number of additional sensors ($N$) is increased from 1 to 48. The number of iterations $NI$ is chosen to minimize the execution time and maximize the coverage improvement. The rest of the parameters are set as in [34].

### Table I: $K$-Coverage Enhancement Algorithm (KCEA) Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$HMS$</td>
<td>$N_{gj}$</td>
</tr>
<tr>
<td>$N$</td>
<td>varies from 1 to 48</td>
</tr>
<tr>
<td>$NI$</td>
<td>50</td>
</tr>
<tr>
<td>$R$</td>
<td>3</td>
</tr>
<tr>
<td>$BW_{min}$</td>
<td>0.0001</td>
</tr>
<tr>
<td>$BW_{max}$</td>
<td>$UB - LB/200$</td>
</tr>
<tr>
<td>PSL length</td>
<td>200</td>
</tr>
</tbody>
</table>

IV. SIMULATION EXPERIMENTS

#### A. Simulation Setup Parameters

To evaluate the proposed algorithm, a simulator is implemented using Java language. All the experiments were evaluated on a Intel Core 2 Duo 2.1 GHz processor with 2 MB cache memory, and 2 GB RAM. The simulator considers a WSN initially consisting of a number of sensors $n$, that are randomly deployed in a $2D$ rectangular area $A$. Sensors are homogeneous, using a binary disk sensing model with radius $r_s$. For simplicity, network channel is assumed to be error-free and collision-free. Table II lists the simulation parameters. Since the results of the proposed algorithm (KCEA) are compared to the results of the K-CRD1 algorithm, the same values of the parameters are used as in [22].

### Table II: Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>30, 60 and 90</td>
</tr>
<tr>
<td>$A$</td>
<td>100 m x 100 m</td>
</tr>
<tr>
<td>$r_s$</td>
<td>10 m</td>
</tr>
<tr>
<td>$K$</td>
<td>$K = 1, 2$ and 3</td>
</tr>
<tr>
<td>MTEE</td>
<td>0.04, 0.02, and 0.01</td>
</tr>
<tr>
<td>Number of runs in experiment set</td>
<td>20 runs</td>
</tr>
</tbody>
</table>

B. Performance Metrics

In order to evaluate the performance of our proposed dynamic deployment algorithm, the following metrics are used:

1) **Coverage Improvement Percentage** ($C\%$): coverage rate is to the ratio of covered area relative to the total monitored area. Coverage improvement percentage is calculated using (6). In order to calculate $K$-coverage, a modified version of the K-CRE scheme [22] is used. The main problem with the K-CRE scheme is its execution time, especially with smaller MTEE values. So K-CRE is used once to determine the initial coverage, then only the area of the grids which are covered by the new deployed sensor nodes are added to this initial coverage. K-CRE is used one more time after the KCEA terminates, to evaluate the coverage of the final deployment.

$$C\% = \left( \frac{C_{\text{final}} - C_{\text{initial}}}{C_{\text{initial}}} \right) \times 100$$

2) **Execution Time** ($t$): execution time expressed in seconds is used to evaluate the computational speed of our proposed algorithm.

Simulations are conducted to evaluate the performance of the proposed algorithm for the following scenarios: 1) various number of additional sensors ($N$), 2) various coverage degree ($K$), and 3) various MTEE.

#### C. K-CRE Simulation Results

In order to evaluate the performance of our proposed algorithm, we have implemented both the K-CRE, and K-CRD1 schemes presented in [22]. In evaluating the performance of K-CRE scheme, the number of grids was used as the basic metric for measuring the computational cost of the algorithm. We have obtained the same number of grids using our simulator as those reported in [22]. Fig. 2 shows the number of grids calculated using our simulator for $K = 1$.

![Fig. 2 Number of grids versus MTEE for $k = 1$](image)

In addition, we have obtained coverage improvement percentages using our implementation of the K-CRD1 scheme similar to the ones reported in [22].
D. Simulation Results of Deploying N Sensors

An example of deploying an additional sensor node, after initial random deployment is shown in Fig. 3. Fig. 3(a) shows the initial random deployment, the deployment has a coverage rate of 54.3%. Fig. 3(b) shows the deployment after adding one sensor node using K-CRD1 algorithm, the deployment has a coverage rate of 55.01% with coverage improvement of 1.31%. Fig. 3(c) shows the deployment after adding one sensor node using our proposed KCEA algorithm, the deployment has a coverage rate of 57.2% with coverage improvement of 5.34%. Clearly, our proposed algorithm achieves better coverage improvement than the one achieved by K-CRD1.

Table III shows both the coverage improvement percentages, and the execution time in seconds for KCEA, K-CRD (considering all the candidate grids), and K-CRD1 (considering only $\alpha$ candidate grids with $\alpha = 3$). Increasing the number of candidate grids used in K-CRD algorithm calculations, increases the execution time greatly.

The proposed KCEA outperforms both K-CRD, and K-CRD1 in the achieved coverage improvement. In addition, it has less execution time except for the case when MTEE=0.04.

Fig. 4(a) shows the coverage improvement percentage for $n = 30$, $MTEE = 0.005$, and $K = 1$, while Fig. 4(b) shows the execution time for the same values. KCEA achieves higher coverage improvement percentages compared to K-CRD1 scheme, and with less execution time. This is mainly because the proposed algorithm (KCEA) searches heuristically in all the candidate grids, while K-CRD1 considers only the deployment regions of $\alpha$ candidate grids. In addition, K-CRD1 mainly searches for the intersection between the deployment region of the candidate grids, this may result in a position where the sensing region of the sensor overlap with other sensors or not. KCEA, on the other hand, searches in the whole grid area for the position that maximizes coverage. Moreover, KCEA searches efficiently all of the candidate grids, since it is based on DLHS algorithm.

While considering all the candidate grids deployment regions may improve K-CRD1 results, it will increase the execution time dramatically. Moreover, increasing the number of additional sensors $N$, increases the execution time of KCEA linearly, while the execution time of the K-CRD-1 increases exponentially.

The optimal number of sensors needed to achieve full coverage using a deterministic pattern (the strip-based pattern [36]) can be calculated as given in [37]. Using a deployment area of (100 x 100 m²), and $r_s = 10m$, the minimum theoretical number of sensor to achieve 1-coverage is 40 sensors. Consequently, both algorithms have similar coverage improvement percentages, when the number of additional sensors is more than 24. Since, most of the deployment area...
is covered, and there are less candidate grids to be considered. Fig. 5 shows the coverage improvement percentage, and execution time for \( n = 60, MTEE = 0.01 \), and \( K = 1 \). The fig. shows similar behavior as Fig. 4, as KCEA achieves better coverage improvement, and less execution time compared to K-CRD1.

As the number of original deployed sensor nodes \( n \) increases, the coverage improvement gap between the two algorithms decreases, because most of the deployment area is already 1-fully covered (Fig. 4, 5, and 6).

Fig. 4 (b), 5 (b), and 6 (b) show that our proposed algorithm is scalable in terms of the execution time. While increasing the number of additional sensors \( N \) affects the execution time of K-CRD1 exponentially, our proposed algorithm scales linearly.

### E. Simulation Results of Achieving \( K > 1 \)

Fig. 7 and 9 show the coverage improvement percentage for \( K = 2 \) and \( n = 90 \), \( K = 3 \) and \( n = 30 \). While, Fig. 8 and 10 show the execution time for \( K = 2 \) and \( n = 90 \), \( K = 3 \) and \( n = 30 \). Although, K-CRD1 achieves slightly better coverage improvement percentages, KCEA has much less execution time. Since KCEA search heuristically for the optimal position to place additional the sensor.

Different applications may require various Maximum Tolerable Evaluation Error (MTEE). Decreasing the MTEE, increases the execution time of K-CRD1 scheme; conversely, it has no effect on the execution time of the KCEA algorithm.
Execution time is used as a metric for measuring computational cost, and in evaluating the scalability of the algorithm. Figs. 11, 12, and 13 show the execution time in seconds for \( n = 30, 60, 90 \), respectively, and \( N = 1 \), and \( MTEE = 0.04 \). Increasing the coverage degree \( K \), increases the execution time of K-CRD1 scheme greatly, especially for large \( n \). Thus, limiting the scalability of the scheme. Whereas, increasing the coverage degree \( K \) has a small effect on the execution time of the proposed algorithm.

Increasing the coverage degree \( K \), the number of initially deployed sensors \( n \), or the number of additional sensors \( N \) results in longer execution time. Decreasing the MTEE also results in longer execution time. However, KCEA has much less execution time compared to K-CRD1, when varying any of the previous factors. This mainly because KCEA is based on HS algorithm; therefore, requires less computations than K-CRD1.

V. CONCLUSION

In this paper, a \( K \)-coverage enhancement algorithm, KCEA is proposed. It attempts to efficiently place additional sensors in order to achieve the coverage degree required by the application. KCEA achieves better coverage improvement percentages compared to K-CRD1, with much less execution time. Simulation results show the scalability of our proposed algorithm in terms of execution time. This is due to the algorithm ability to search heuristically in all the candidate grids for the optimal position to place the additional sensor.
nodes. Our ongoing work investigates how to explore the ability of continuous optimization of the DLHS algorithm to continuously maintain coverage as the topology changes due to node failure.

Fig. 13 Execution time versus value of $K$ for MTEE = 0.04, $N = 1$, and $n = 90$
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