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Abstract—In this paper, we investigate the problem of
extractive single document summarization. We propose an un-
supervised summarization method that is based on extracting
and scoring keywords in a document and using them to find
the sentences that best represent its content. Keywords are
extracted and scored using clustering and dependency graphs
of sentences. We test our method using different corpora
including news, events and email corpora. We evaluate our
method in the context of news summarization and email
summarization tasks and compare the results with previously
published ones.
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I. INTRODUCTION

There are two types of summaries: abstractive and ex-
tractive. Creating an abstractive summary for a document
requires understanding its overall meaning then writing it
in a condensed form. Extractive summaries are built by
selecting important sentences or paragraphs in a document.
The importance of the selected document units is determined
based on some of their features. These features include the
frequency of words or phrases, keywords and phrases that
can determine which sentence should be extracted, as well
as the position of a sentence inside text.

In this paper we propose a novel method for extractive
single document summarization. Our method uses depen-
dency graphs of sentences in addition to Louvain clustering
algorithm [1] to extract keywords in a document. Keywords
are used to identify important sentences. The importance of
a keyword stems from the number of its dependants. This
method was used in the context of sentence compression
[2] and we make use of the same idea to generate extractive
summaries. We used three corpora to test the performance
of our method: the conversation corpus of British Colombia
(BC3) [3], Document Understanding Conference corpus
(DUC)1, and the Concisus corpus of event summaries [4].

1http://www-nlpir.nist.gov/projects/duc/data.html

II. PROPOSED APPROACH

We start with the dependency graph of the sentence
and use dependency relations to group coherent words in
clusters. We assume that each document contains a set of
keywords. A keyword in our approach is defined as a noun
which most other words in the dependency graph depend
on. This strong dependency relation is determined using a
score that is assigned to all words in a cluster. The score
is based on the position and the importance of a word with
respect to the dependency graph of its sentence. Top scored
words, keywords, should be included in the summary of
the document because we assume they represent important
concepts inside it. Keywords are first extracted at the level of
a single sentence. Since we would like to extract keywords at
the level of the whole document and not only at the level of
a sentence, we increase the score of a keyword if it appears
in the context of another one. Our system is illustrated in
figure 1. In the next subsections we explain the four steps
used to generate a summary for a document.

A. Generating Words Clusters

The goal of this step is to turn sentences in a document
into clusters of words. Each cluster represents a group of co-
herent words. Following the footsteps of [2], the dependency
graph of each sentence is generated. We use Stanford parser
[5] to produce basic typed dependency graph of sentences.
The Louvain clustering algorithm [1] is used over the depen-
dency graph to generate clusters of words. This algorithm
is able to find related words inside a graph of nodes. It was
chosen over other clustering algorithms due to the nature of
the dependency graph, where there is no distance measure
between nodes and only the links between them define a
relationship. Dependency relationships between words are
used to decide whether they should be assigned to the same
cluster or not. The Louvain algorithm creates hierarchical
clustering over the dependency graph. For instance, a four
level hierarchy means that 4 different levels of clusters are
generated. Each group consists of a number of clusters. The
first level hierarchy contains more clusters than the highest
level hierarchy which contains the fewest number of clusters.



Figure 1. Illustration of our summarization system

For example, the first level contains 8 clusters while the
highest level contains only 4 clusters. We choose the highest
level hierarchy to obtain clusters of words. The generated
clusters represent local units inside each sentence in the
document.

B. Finding Keywords List

In this step, we extract keywords from clusters generated
in the previous step. A keyword is the word assigned the
highest score within each cluster. This score is calculated
using equation 1. The dependency graph root is assigned a
score of 1. The score of each word is a percentage of the
score of its parent. The more dependants a word has inside
the dependency graph, the more important it is. Therefore,
the score of the word is based on the number of its children
in the dependency graph. This score is normalized by the
number of children of its siblings to decrease its importance
if another sibling has more children than the word itself. The
score also decreases as we descend down the dependency
graph because the leaf node has no dependants unlike the
root: all words in the sentence depend on it.

S(W ) =
CC(W )

1 + CC(W ) +
∑n(W )

i=1 CC(Bi)
∗ S(p(W )) (1)

Where S(W) is the score of the word W, CC(W) is the number of children
of the word W in the dependency graph, p(W) is the parent of the word
W in the dependency graph, n(W) is the total number of siblings of word
W, Bi is the sibling i of W in the dependency graph.
We limit extracted keywords to nouns as they are the best
words representing the content of a document. Keywords
are normalized using Porter stemmer to ensure consistency
in words forms. The keywords list mainly transforms the
local units of each sentence in the document into one global

representation that gathers the most important words in all
of the sentences inside a document.

C. Enhancing keyword score

In this step, the score of a keyword KW1 is increased by
one if there is a direct edge between KW1 and any other
keyword KW2 in the dependency graph of the sentence
containing KW2. We perform this step to find if there is
a keyword that was mentioned in the context of another
keyword. Enhancing the scores of related keywords will help
the algorithm select a set of coherent sentences that contain
those keywords. Next, duplicate keywords are removed after
their scores and counts inside the keywords list are summed
and added to the score of the remaining occurrence of
each keyword. Finally, scores of keywords are enhanced by
adding the total frequency of each keyword in the document
to its score. Score of each unique keyword is summarized
in equation 2.

EnhancedS(UnqiueW ) =

N∑
i=1

S(Wi) +C +N +M (2)

Where EnhancedS is the enhanced word score, S is the word score within
its dependency graph, W is the keyword, N is the number of occurrences
of the keyword W in the keyword list, M is the number of occurrences of
W inside the document, and C is the number of keywords that W appeared
in their context.

D. Generating document summary

In this step, each sentence in the document is scored using
the sum of keywords scores the sentence contains. Then,
sentences are sorted according to their scores and the top
n sentences are considered the summary of the document.
Top n sentences are expected to be coherent because they
contain most of the keywords assigned the highest scores.

III. DATASETS

We use three different datasets in our experiments. The
first one is the British Colombia Conversation corpus (BC3).
The corpus is published by the University of British Colom-
bia [3]. It consists of 40 email threads, and each thread
has an average of 6 email messages. An email message
contains 12 sentences on average. Three different extractive
summaries are provided for each thread. The summary is
created by selecting a number of sentences out of the
actual sentences in a thread. The second dataset is the
Document Understanding Conference (DUC) dataset for the
years 2001 and 2002. Both are used for single documents
summarization. Since our algorithm is unsupervised, we only
use the test dataset. The test sets of DUC 2001 and 2002
consist of 308 documents and 567 documents respectively.
Each document has two different summaries that consist
of 100 words approximately. DUC documents are news
documents extracted from newswires including Wall Street



Journal, AP newswire, and Financial Times2. The third
dataset is the Corpus of Event Summaries [4]. It covers
the following domains: aviation accidents, train accidents,
earth quakes and terrorist attacks. The corpus consists of 78
documents. Each document contains an average of 43 words.
The gold summaries provided in this corpus are abstractive
summaries, one summary for each document.

IV. SUMMARIZING EMAIL THREADS

Before creating the BC3 summaries we automatically
preprocessed the corpus to remove sentences we think are
irrelevant. These sentences include: signatures at the end of
each email message, sentences containing less than 4 words,
sentences containing only an email address, a phone number,
a fax number or a website and sentences containing message
headers. According to our approach, such sentences may
have words with high scores even if they are irrelevant to the
content of email thread. We also remove quoted sentences
because we assume that a quoted sentence already appeared
in another email message. We do not handle the problem
of hidden emails, which are emails that are quoted inside
another email message but do not exist as a separate email
message in the corpus [6]. We expected that the number of
hidden emails is not going to be large because the corpus is
extracted from technical discussion forums.

In order to generate summaries, email messages in a
single thread are combined in one document and then scored
and ranked using our method. We found that the number
of sentences is different in gold summaries created by
each annotator. In order to be able to evaluate our system
appropriately, we generate 3 different summaries for each
email thread. The number of sentences in each summary is
equivalent to the number of sentences in each of the 3 gold
summaries. For instance if summary S1 created by annotator
A1 consists of 3 sentences, we generate a summary that
consists of the top 3 sentences in the system output.

V. SUMMARIZING DUC AND CONCISUS CORPUS
DOCUMENTS

DUC summaries consist of approximately 100 words
each. Therefore, we select the top n sentences with the
highest score generated by our algorithm such that the total
number of words in a summary is around 100. For the
Concisus Corpus we also select the top n sentences such
that the total number of words in a document summary is
approximately equivalent to its gold summary. This method
was appropriate since the number of words in each gold
summary is different. The corpus has summaries consisting
of words ranging between a minimum of 16 words and a
maximum of 88 words.

2http://www-nlpir.nist.gov/projects/duc/data.html

VI. EVALUATION

We used ROUGE as an evaluation measure in our ex-
periment. ROUGE is an n-gram recall between a candidate
summary and a reference summary. There are different
ROUGE measures including ROUGE-N, ROUGE-L and
ROOUGE-S. We report the average results of all the three
previous measures between each generated summary and
gold standard summary. These measures work well with
single document summarization tasks according to [7] and
ROUGE-1 achieved the highest results in our experiments.
We used 95% confidence interval and stemmed words. Stop
words were included in the evaluation. Including stop words
and using stemming resulted in higher scores. For ROUGE-
S, the maximum gap length between two words is 1, and
unigrams are included. Recall scores for the three datasets
used in our experiments are shown in table I.

Previous unsupervised email summarization methods re-
ported in literature [8], [9], [10] used Enron data set, and
the summaries of this set are not publicly available. The
only previous research work that used BC3 data set, to the
best of our knowledge, is reported in [11]. However, they
use a supervised approach in summarization with 90% of
the BC3 dataset as training set, and 10% as test set with
10 folds cross validation. They report weighted recall score
about 80%. We calculated weighted recall for our summaries
and it was about 55%, which is higher than the results of
both MEAD [12] and CWS [8] unsupervised summarization
systems on the same dataset. Both systems achieved around
40% as reported in [11].

ROUGE-1 ROUGE-L ROUGE-SU1
BC3 79.8 79.4 71.8
DUC 01 45.7 40.6 26.2
DUC 02 48.8 44 29.4
CONCISUS 47.7 39.1 30.6

Table I
RECALL ROUGE SCORES

ROUGE-1 ROUGE-L
CC method 53.12 49.78
TextRank 50.23 -
Our System 48.8 45.7
Baseline 48.7 44.4

Table II
RECALL ROUGE SCORES OF DUC 2002 SET

In table II we report the results of our method when
applied to DUC dataset compared to the state of the art
results of TextRank [13], coherent chunking method (CC
method) introduced by [14] and the baseline for DUC 2002
summarization task.



VII. DISCUSSION

After we investigated the BC3 dataset, we report the
following observations about our results. First, 130 sen-
tences were removed during cleaning the data and were
actually included in the gold summaries (around 4% of the
total number of sentences in the corpus). 67% of these
sentences are quoted sentences, and the remaining ones
are either URLs, emails or attachments. We found that
annotators included quoted sentences sometimes in their
reference summary. We assume that quoted text is already
mentioned in another email message and hence we did not
include it in our summarization process. Second, the corpus
contains around 9 hidden emails, and sentences extracted
from 7 hidden emails were included in the gold summaries.
In our work we do not handle that problem because we
assumed that the number of hidden emails will be few
due to the technical nature of the discussion forum from
which emails were extracted. Finally, our approach is totally
unsupervised where email specific features were not used in
generating summaries. In addition, we use the whole dataset
in evaluation and hence the size of test set in our experiment
is different from the size of the test set used in experiments
reported in [11]. However, our approach achieved better
results than MEAD and CWS summarization systems and
achieved high recall scores using ROUGE Measure.

As for the results of DUC, we expect that the main
concepts in a document are not contained in few words,
which might make it hard for the system to find better
summaries with higher recall. Our results are comparable
with baseline though.

Gold summaries of the Concisus corpus are short abstrac-
tive summaries consisting of one to two sentences while
our summaries are extractive ones. Our system managed to
achieve high results for very short summaries given that
the original documents consist of 222 words on average
while summaries consist of 43 words on average. This
indicates that our summaries managed to capture the gist of a
document in one or two sentences successfully, even though
reference summaries are abstractive unlike our summaries.

VIII. RELATED WORK

Generally, extractive summarization is done in 3 steps:
(1) identify the boundaries of sentences (2) rank sentences
according to their importance in text (3) select the top n
sentences to create a summary [15]. Most systems differ in
step 2. Some of the features used to identify an important
sentence in a document include word frequency, cue words,
the position of a sentence inside a document and its length
[16], [17], [18], [19]. External sources such as Wikipedia and
news search query logs can be used to aid in the process of
selecting sentences to include in a summary [19]. Semantic
knowledge is also employed to produce a coherent summary
of a document. [20] identified strong lexical chains in text
and used them to extract important sentences while [21] used

textual entailment to create document summaries. [15], [12],
[22], [23], [14] used graph methods in order to generate
extractive summaries. The advantage of these methods is
that they are unsupervised and need no training data.

The genre of summarized documents can affect the
method of summarization. When summarizing emails for
instance, most methods make use of email specific features
such as the number of recipients, the number of responses
to a message, the type of an email sentence (whether it is
greeting, chit-chat or a sentence that contains a task) [24],
[8], the use of speech acts and subjectivity of email sentences
[11] and quotation graphs [8], [9].

IX. CONCLUSION

This paper presented an unsupervised method for single
document summarization that employs dependency graphs
of sentences to determine keywords; words on which most
other words are dependent. We evaluated our method using
different summarization corpora. Our results show that our
method can achieve high results in email document summa-
rization task. The system we proposed managed to create
short event summaries with high recall as well. Our system
proved to be suitable for multiple genres of documents. It is
also language independent which makes it portable to other
languages.
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